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ABSTRACT
The goal of every human being on our planet is to improve the living conditions not only of his life, but 
also of all humanity. Digitization, dynamic development of technological equipment, unique software 
solutions and the transfer of human capabilities into the form of data enable the gradual achievement 
of this goal. The human brain is the source of all activities (physical, mental, decision-making, etc.) that 
a person performs. Therefore, the main goal of research is its functioning and the possibility to at least par-
tially replace this functioning by external devices connected to a computer. The Brain-Computer Interface 
(BCI) is a term which represents a tool for performing external activities through sensed signals from the 
brain. This document describes various techniques that can be used to collect the neural signals. The mea-
surement can be invasive or non-invasive. Electroencephalography (EEG) is the most studied non-invasive 
method and is therefore described in more detail in the presented paper. Once the signals from the brain 
are scanned, they need to be analysed in order to interpret them as computer commands. The presented 
methods of EEG signal analysis have advantages and disadvantages, either temporal or spatial. The use 
of the inverse EEG problem can be considered as a new trend to solve non-invasive high-resolution BCI.
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INTRODUCTION

The concept of human-machine interface, which encompasses all the means and 
techniques used by man to communicate with a machine, is ubiquitous in today s̓ 
world. While the computer keyboard and mouse are now used almost daily by part of 
the population, many studies are still seeking to improve their ergonomics. This im-
provement can go through the use of new interfaces such as voice, vision or even the 
positioning of the user in the case of virtual reality. However, we must also be able to 
respond to cases where all of these interfaces cannot be used. It is therefore interesting 
to provide other means of communication for users who cannot generate the muscular 
movements necessary for human-machine interfaces. This is the challenge facing the 
Brain-Computer Interface (BCI) domain.

BCI, also known as the direct neural interface, is a means of communication that 
uses brain activity. It is important to note that this is done completely independently 
of the usual brain peripherals – the peripheral nerves and muscles. The aim of the BCI 
is therefore to provide the brain with another communication intermediary, under 
user control, and not to “listen” to its brain activity without its knowledge. There are 
several areas of application. The first one that comes to mind is necessarily the medical 
field, where BCI can allow people with disabilities to control a chair, prosthesis or 
even a hospital bed. But this technology is not necessarily intended for people with 
disabilities. Indeed, several applications can be envisaged, notably in entertainment, 
authentication or even neuro-marketing. The BCI world therefore seems to have, from 
an application point of view, the potential to interest the general public. However, its 
use is currently far from being widespread in everyone s̓ daily life.

The idea of being able to control a device with the signals generated by brain ac-
tivity was born in 1929, following Berger’s work on the EEG (He, 2013). The notion 
of BCI appeared in the 1970s with the work of Vidal (1973). This research was carried 
out under a contract with the Defense Advanced Research Projects Agency (DARPA), 
which was also involved in the development of early versions of the Internet. These 
works have shown that it is possible to use signals from brain activity to transmit the 
will of the user effectively and have initiated decades of research.

The BCI works in the following way. One system acquires and processes brain sig-
nals, then another translates and classifies them to transform them into commands. To 
make it simpler, the subject thinks of what he/she wishes to do, and this information 
will be transmitted to the computer which will translate it and execute the command 
(for example: Movement of the person’s prosthesis replacing a part of the body which 
had been amputated to this person.). A real innovation in this digital age. 

The one who “dictates” this action is the human brain. Therefore, the brain-ma-
chine interface must record brain activity by simply using electrodes installed on the 
skull, cortex, or even in the brain. Thus, BCI can pick up electrical signals transmitted 
by neurons. Here s̓ how its two methods of recording electrical signals work. One 
using invasive acquisition methods and the other one using non-invasive methods. 

Invasive BCI requires neurosurgical surgery. The principle consists in fact by plac-
ing electrodes directly on the gray matter to have the least noisy signal possible. This 
method has the particularity of allowing BCI in the brain sense in the direction from 
brain to machine but also from machine to brain. Indeed, the electrodes can be used 
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to, for example, transmit signals from a camera to the visual cortex, in order to bring 
artificial vision to blind people. Concerning the direction brain to machine, the use of 
an invasive acquisition method allows high spatio-temporal resolution to be achieved, 
allowing faster and more precise response. On the other hand, there are certain prob-
lems to be considered. Besides the fact that each application requires a specific place-
ment of electrodes, it is difficult to guarantee the stability of the signal over operating 
periods at the level of months or years.

Non-invasive methods are mainly distinguished from invasive methods by the fact 
that they involve much less risk for the user. In fact, they use brain imaging, which 
does not require surgery. This makes it possible to envisage a single system for mea-
suring brain activity for any application since all of the brain activity can be taken into 
account. They are also less restrictive for the user. Nevertheless, they suffer from a lack 
of spatial resolution since the signal is noisy by the passage through the cranium. Sev-
eral means of measurement can be used, such as Magnetic Resonance Imaging (MRI), 
Functional Magnetic Resonance Imaging (f MRI), Magnetoencephalography (MEG) 
or also Electroencephalography (EEG).

The measurement methods like MRI, f MRI and MEG are based on the measure-
ment of magnetic fields, which requires large and expensive equipment. Indeed, MRI 
machines weigh several tens of tonnes and cost more than 850,000 euros (Sarracanie, 
LaPierre, Salameh, Waddington, Witzel, & Rosen, 2015). This is mainly due to the 
fact that they need a strong magnet in order to generate a stable magnetic field. Any 
attempt of miniaturization, however, involves decreasing the power of the device s̓ 
magnet, which decreases the spatial resolution of the measurement. Regarding the 
MEG, the measuring device required is also relatively large. In addition, since the 
magnetic fields measured are very weak (of the order of femtoTesla in the case of 
MEG), magnetic shielding may be necessary around the measuring device in order 
to avoid the risks of interference with the outside world. These methods based on the 
measurement of magnetic fields are therefore too cumbersome, and miniaturization 
is not possible immediately. Therefore, they do not meet the comfort criteria of the 
BCI user. These arguments partly explain why EEG is the most studied measurement 
method for BCI. Indeed, this method, using a helmet on which electrodes are placed, 
is very simple to wear for the user, in addition to having a very good temporal resolu-
tion in comparison with the other non-invasive methods. The latter method therefore 
seems to be the most suitable for bringing BCI into everyday life, also because the 
price of EEG helmets varies according to the number of electrodes. This can range 
from 90 euros for a helmet with a single electrode up to more than 20,000 euros for 
a helmet with 256 electrodes, which is the highest measurement capacity currently 
(Farnsworth, 2017).

Interface brain machine by electroencephalography (EEG)
The principle of the EEG as well as its current use in the framework of the BCI rests 
on the activity of the brain when it generates electro-chemical exchanges at the level 
of the neurons. These exchanges create electromagnetic fields which can therefore be 
considered as images of brain activity. The principle of the BCI is to measure these 
signals in order to deduce there from a willingness of the patient to transmit to a ma-
chine. This field is currently in expansion.
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The potentials measured by EEG are the images of postsynaptic excitatory or in-
hibitory potentials of neurons. These potentials occur respectively at the entrance of 
a flow of positive and negative ions in the cell. These neuron-wide events generate 
a very small potential which does not significantly contribute to the potential mea-
sured on the scalp. As a result, the potentials recorded by EEG represent the sum of 
the potentials generated by thousands or even millions of neurons at the same time. 
The amplitude of the signals measured on the scalp by EEG, which can reach 300 μV, 
is therefore a direct image of the number of synchronous neurons at a given time. An 
EEG measurement makes it possible to visualize different electromagnetic oscilla-
tions, which are called cerebral rhythms. Each rhythm has its own frequency band 
and corresponds to a specific brain function. The most interesting EEG waves are as 
follows (Schomer & Lopes Da Silva, 2012):
–  The delta wave, 0.4 to 4 Hz, which characterizes deep sleep.
–  The theta wave, 4 at 8 Hz, which characterizes drowsiness.
–  The alpha wave, 8 at 13 Hz, which characterizes a calm state of consciousness, con-

tains the MU sub-wave, between 10 and 12 Hz, which dampens the movement of 
limb contralateral.

–  The beta wave, 13 at 30 Hz, which characterizes a period of concentration.
The study of these waves in specific situations can make it possible to deduce pos-

sible orders for a BCI.

EEG signal analysis methods
Potential linked to the event
These are brain responses appearing at fixed time moments after an external event, 
such as a sensory stimulus, or an internal event, such as thinking of a specific action. 
There are thus 2 types of potential:
–  Exogenous potential is the consequence of an external event. This potential is 

a physiological response to the stimulus and therefore does not depend on any 
context.

–  Endogenous potential is the consequence of an internal event. This potential can 
also be context-dependent. For example, if a user tries to locate the letter D in 
a word, he/she will generate a potential if this letter is presented to him, but noth-
ing is measurable with this same letter if the user searches for the letter T.
The use of these potentials linked to the event is therefore a relatively simple meth-

od to set up BCIs. The nature of the potential determines the importance of the train-
ing phase when setting up a BCI. If an exogenous potential is used, almost no training 
is required, the response being physiological. Conversely, if an endogenous potential 
is implemented, a training phase via a return of the BCI is necessary.

Visually evoked potentials of steady state
These potentials use a visual stimulus, most often a flashing graphic element. This 
method is based on the fact when, during the EEG measurements, a peak in ampli-
tude is observed at the same frequency as that of a blinking element in the center of 
the visual field. The responses are more easily observable for stimulation frequencies 
between 5 and 27 Hz. It is therefore possible to present different stimuli to the user 
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on the same screen. When the user directs his/her gaze on a stimulus, a characteristic 
EEG signal is then measured and detected to trigger the desired command.

However, this method has its limits. Having to present visual stimuli for each com-
mand limits the possibilities for the same screen size. In addition, the need to have to 
set flashing elements can trigger epileptic seizures and certain stimulation frequencies 
can cause fatigue as it requires a lot of concentration. This method therefore remains 
too restrictive and limited in the perspective of a general public BCI.

Desynchronizations and synchronizations linked to the event
This method is another special case of potentials linked to the event. This corresponds 
to 2 visible phenomena in the power spectrum of cerebral rhythms which can be trig-
gered by internal or external events. Event Related Desynchronization (ERD) is a de-
crease in the power of the EEG in a given frequency band, all in relation to a particular 
event. The most well-known ERD is that caused by the opening of the eyes and which 
is visible in the frequency band of the alpha wave. These desynchronizations are in-
deed very widespread in the alpha band, especially during tasks involving memory or 
anything related to perception (He, 2013).

Conversely, Event Linked Synchronization (ELS) is an increase in the power of 
the EEG in a given frequency band. While the overall response of EEG signals to the 
same event is the same for each user, the precise characteristics may vary, such as the 
extent of desynchronizations and the frequencies where they are most visible or when 
they start. BCIs based on the ERD method therefore need a learning phase in order 
to memorize the user s̓ brain response to the event studied. Then, the EEG signals are 
analyzed during the use of the BCI in order to find this response and thus determine 
a command to send.

The main advantage of the ERD and ELS method is that it uses internal events. Thus 
a BCI using this method does not require additional elements to generate the stimuli. 
However, the difficulty of increasing the number of detectable commands currently 
limits the resolution of the systems offered.

The EEG is a non-invasive measurement method that stands out in the field of BCI. 
Indeed, its reduced cost compared to other measurement means, as well as its small 
footprint, make it a method of choice for developing BCI at lower cost. The majority 
of the systems proposed are based on the analysis of evoked potentials, which corre-
spond to modifications of the cerebral rhythms following exposure to external or inter-
nal events. However, these systems suffer from the lack of spatial resolution of the mea-
surement by EEG, which implies either a reduced number of commands carried out 
by BCI, or an extended command detection time, which removes the possibility of ap-
plications in real time and therefore limits the current perspectives of the field of BCI.

The spatial resolution of EEG can be improved by solving the EEG inverse prob-
lem, which allows to determine the distribution of electrical sources in the brain from 
EEG. Currently, the main difficulty is the time needed (several hours) to compute 
the matrix which is used to solve the EEG inverse problem. The solution to provide 
a hardware acceleration of the matrix computation can be done by dedicated electron-
ic architecture. First results show that the proposed architecture divides the calcula-
tion time by a factor of 60 on a programmable circuit. This acceleration opens up new 
perspectives for EEG BCI.
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The inverse EEG problem – a new trend towards solving non-invasive high-resolution BCI
The electrical activity of the brain is a spatio-temporal process, which is indeed dis-
tributed in the 3 dimensions of the brain and evolves over time. The resolution of 
the 2 domains is therefore essential to analyze the precision of the cerebral imaging 
method used. If the strong point of the EEG is its temporal resolution, of the order 
of a millisecond, the spatial resolution is meanwhile much more limited for two rea-
sons. The first of these reasons is the limitation of spatial sampling. In fact, the classic 
international system 10–20 places electrodes on a helmet with an average gap of 6 
cm between 2 of them (Nunez, Silberstein, Cadusch, Wijesinghe, & Westdorp, Sri-
nivasan, 1994). Recent developments in EEG systems have made it possible to offer 
better resolution systems with 64 to 256 electrodes. For example, with 124 electrodes, 
the distance between the 2 measurement points is reduced to 2.5 cm (Gevins, A., Le, 
J., Martin, N. K., Brickett, P., Desmond, J., & Reutter B., 1994). The second reason 
for the lack of spatial resolution comes from the different conduction effects. To reach 
the electrodes of the EEG helmet, the electrical potentials generated by the neurons 
must cross, among other things, the nervous tissue, the cerebrospinal fluid, the skull 
and the scalp. This path implies that the signal arriving at the electrodes is attenuat-
ed, distorted and noisy (Nunez, Srinivasan, 2009). We must therefore seek to correct 
these faults with dedicated techniques in order to improve the spatial resolution of the 
EEG. This is where distinct but closely related problems come into play – the direct 
problem and the inverse problem of the EEG. In fact, their resolutions are required in 
order to establish a high resolution map of the brain s̓ electrical activity from an EEG 
measurement.

From the knowledge of the distribution of electrical sources in the brain and mod-
els of the conduction properties of the head, the direct problem of the EEG aims to 
determine the electric field generated by these sources. The solution can take the form 
of electrical potentials, such as the potentials on the surface of the cerebral cortex or 
the scalp. This solution can also be represented by other metrics such as for example 
a current density distribution. The direct problem is well defined and has a unique 
solution, defined by Maxwell s̓ equations (Malmivuo, Plonsey, 1995). Solving this di-
rect EEG problem helps to establish the relationship between electrical sources in the 
brain and what is actually measured by the electrodes. This relationship can then be 
represented in the form of a transfer matrix whose coefficients are dependent on the 
geometry and the conduction characteristics of the head of the subject studied.

On the other hand, the inverse problem of the EEG is interested in determining 
the location and importance of the active electrical sources in the brain from the po-
tentials measured by the EEG headset and the conduction characteristics of the head 
of subject. This duality between direct problem and inverse problem is illustrated in 
Figure 3. Unlike the direct problem, the inverse problem does not admit of a single 
solution. Indeed, Helmholtz proved in 1853 that an infinity of configurations of sourc-
es in a volume can generate a given set of potentials measured at its surface (Hermann 
von Helmholtz, Wikipedia, 2020). Other constraints must therefore be added in order 
to obtain a single solution.

These constraints can be anatomical, physiological, spatio-temporal or even func-
tional and come from community knowledge about how the brain works. When solv-
ing the inverse problem of EEG, several source models can be considered. The isolated 
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sources model is concerned with determining the electrical activity of the brain at 
the neuron scale, while the distributed sources model considers groupings of sources 
located in the 3 dimensions of the brain. The choice of source model depends on the 
intended application, although the primary objective of solving the opposite EEG 
problem remains the same – finding a representation of electrical sources in the brain 
that explains the potentials measured by the EEG helmet. Neuroimaging based on the 
inverse problem therefore makes it possible to establish a high-resolution mapping of 
the brain in a non-invasive and inexpensive manner.

Neuroimaging by solving the inverse EEG problem is an interesting way to offer 
non-invasive high resolution BCI in the long term. This method is already used in 
scientific disciplines which do not have significant time constraints. Therefore, in the 
case of an epilepsy study, the calculations are made after the measurement session. 
In order to apply new trends in the field of BCIs, it is therefore necessary to choose 
a method in which data processing can be carried out simultaneously with the mea-
surement of EEG signals.

Interface brain machine by other non-invasive methods

Functional Near-Infrared Spectroscopy (fNIRS)
Functional Near-Infrared Spectroscopy or Optical Topography, as it is called in Japan 
exclusively, is the use of near-infrared spectroscopy (NIRS) for functional neuroim-
aging. Using f NIRS, cerebral hemodynamic responses are measured by near-infra-
red light, which go in line with cerebral activation or deactivation. In particular, this 
technology is capable of visualizing changes both in oxy- and deoxyhaemoglobin con-
centration. fNIRS is based on the absorption of near infrared light by haemoglobin. 
The light moves, or propagates, through the head and lends information about blood 
volume, flow and oxygenation. This technique is safe, non-invasive, and can be used 
with other imaging modalities.

fNIRS is a non-invasive imaging method involving the quantification of chromo-
phore concentration resolved from the measurement of near infrared (NIR) light at-
tenuation or temporal or phasic changes. fNIRS spectrum light takes advantage of the 
optical window in which:
–  skin, tissue, and bone are mostly transparent to NIR light (700–900 nm spectral 

interval),
–  haemoglobin and deoxygenated-haemoglobin are strong absorbers of light. These 

are the principals adapted from pulse oximeters.
There are six different ways for infrared light to interact with the brain tissue: direct 

transmission, diffuse transmission, specular reflection, diffuse reflection, scattering, 
and absorption. fNIRS focuses on absorption: differences in the absorption spectra of 
deoxy-haemoglobin and oxy-haemoglobin allow the measurement of relative changes 
in haemoglobin concentration through the use of light attenuation at multiple wave-
lengths. Two or more wavelengths are selected, with one wave length above and one 
below the isosbestic point of 810 nm, at which deoxy-haemoglobin and oxy-haemo-
globin have identical absorption coefficients. Typically, the light emitter and detector 
are placed ipsilaterally (each emitter/detector pair on the same side) on the subject s̓ 
skull so recorded measurements are due to back-scattered (reflected) light following 
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elliptical pathways. fNIRS is the method the most sensitive to scalp and skull, so in or-
der to have an increased sensitivity to the superficial cortex, there needs to be a larger 
source-detector ratio (Functional near-infrared spectroscopy, Wikipedia, 2020).

fNIRS technology is dependent on the level of oxygen in the blood. Due to light 
limits, fNIRS cannot be used for cortical measurements activities in the brain below 
4 cm. Also, the time resolution of fNIRS is relatively lower than electrical or magnetic 
signals.

Functional Magnetic Resonance Imaging (fMRI)
Functional Magnetic Resonance Imaging (f MRI) measures brain activity by detecting 
changes associated with blood flow. This technique relies on the fact that cerebral 
blood flow and neuronal activation are coupled. When an area of the brain is in use, 
blood flow to that region also increases. The primary form of f MRI uses the blood-ox-
ygen-level dependent contrast. This is a type of specialized brain scan used to map 
neural activity in the brain or spinal cord of humans by imaging the change in blood 
flow (hemodynamic response) related to energy use by brain cells. f MRI has come 
to dominate brain mapping research, because it does not require people to undergo 
injections or surgery, to ingest substances, or to be exposed to ionizing radiation. This 
measure is frequently corrupted by noise from various sources, hence, statistical pro-
cedures are used to extract the underlying signal. The resulting brain activation can 
be graphically represented by color-coding the strength of activation across the brain 
or the specific region studied (Functional magnetic resonance imaging, Wikipedia, 
2020).

f MRI has higher spatial resolution and collects information from the brain from 
deeper areas than fNIRS. However, the same disadvantage of f MRI as of fNIRS is the 
low time resolution slowed down due to blood flow. The most significant disadvan-
tage of f MRI is the need for an expensive and heavy magnetic field scanner. Required 
scanners are non-relocatable or require a lot of effort to relocate.

The f MRI method as well as the f NIRS method show the required high spatial 
resolution. The main disadvantage is the time delay caused by the fact that the flow 
of oxygenated blood connects to the nerve cells after a few seconds. Another disad-
vantage is that f MRI is laboratory bound and fNIRS only reaches approximately 3 cm 
deep into the brain (Kübler, 2019).

Positron emission tomography (PET)
Positron emission tomography (PET) is an imaging technique that uses radioactive 
substances to visualize and measure metabolic processes in the brain and the human 
body. PET is mainly used in the area of medical imaging for detecting or measur-
ing changes in physiological activities like metabolism, blood flow, regional chemi-
cal composition, and absorption, and therefore, it is also called a functional imaging 
technique. The PET method uses radioactive materials for imaging. A tracer is in-
jected into the body, which gets trapped within the tissues of interest. The unstable 
nucleus of radio-ligand emit positrons, which combine with neighbouring electrons 
to produce gamma rays in the opposite direction at 180 degrees to each other. These 
gamma rays are detected by the ring of detector placed within the donut-shaped body 
of the scanner. The energy and location of these gamma rays are recorded and used 
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by a computer program to reconstruct three-dimensional (3D) images of tracer con-
centration within the body.

In modern PET computed tomography scanners, PET images are often recon-
structed with the aid of a computed tomography X-ray scan performed on the patient 
during the same session, in the same machine. PET imaging is best performed using 
a dedicated PET scanner. It is also possible to acquire PET images using a conven-
tional dual-head gamma camera fitted with a coincidence detector. The quality of 
gamma-camera PET imaging is lower, and the scans take longer to acquire. However, 
this method allows a low-cost on-site solution to institutions with low PET scanning 
demand.

Alternative methods of medical imaging include single-photon emission computed 
tomography (SPECT). SPECT is an imaging technique similar to PET that uses radio 
ligands to detect molecules in the body. SPECT is less expensive but provides inferior 
image quality than PET.

Magnetoencephalography (MEG)
Magnetoencephalography (MEG) is a functional neuroimaging technique for map-
ping brain activity by recording magnetic fields produced by electrical currents oc-
curring naturally in the brain, using very sensitive magnetometers. Arrays of SQUIDs 
(superconducting quantum unit interference devices) are currently the most com-
mon magnetometer, while the SERF (spin exchange relaxation-free) magnetometer 
is being investigated for future machines. Applications of MEG include basic research 
into perceptual and cognitive brain processes, localizing regions affected by pathology 
before surgical removal, determining the function of various parts of the brain, and 
neurofeedback. This can be applied in a clinical setting to find locations of abnormali-
ties as well as in an experimental setting to simply measure brain activity.

In research, MEG s̓ primary use is the measurement of time courses of activity. 
MEG can resolve events with a precision of 10 milliseconds or faster, while functional 
MRI (f MRI), which depends on changes in blood flow, can at best resolve events with 
a precision of several hundred of milliseconds. MEG also accurately pinpoints sources 
in primary auditory, somatosensory, and motor areas. For creating functional maps 
of human cortex during more complex cognitive tasks, MEG is most often combined 
with f MRI, as the methods complement each other. Neuronal (MEG) and hemody-
namic (f MRI) data do not necessarily agree, in spite of the tight relationship between 
local field potentials and blood oxygenation level-dependent (BOLD) signals. MEG 
and BOLD signals may originate from the same source (though the BOLD signals are 
filtered through the hemodynamic response).

MEG is also being used to better localize responses in the brain. The openness of 
the MEG setup allows external auditory and visual stimuli to be easily introduced. 
Some movement by the subject is also possible as long as it does not jar the subject s̓ 
head. The responses in the brain before, during, and after the introduction of such 
stimuli/movement can then be mapped with greater spatial resolution than was pre-
viously possible with EEG. Psychologists are also taking advantage of MEG neuro-
imaging to better understand relationships between brain function and behaviour. 
For example, a number of studies have been done comparing the MEG responses of 
patients with psychological troubles to control patients. There has been great success 
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isolating unique responses in patients with schizophrenia, such as auditory gating defi-
cits to human voices (Cui, Cunnington, Beisteiner, Deecke, 2012). MEG is also being 
used to correlate standard psychological responses, such as the emotional dependence 
of language comprehension (Magnetoencephalography, Wikipedia, 2020).

Electrooculography (EOG)
In 1989 report was given on control of a mobile robot by eye movement using Elec-
trooculography (EOG) signals. A mobile robot was driven from a start to a goal point 
using five EOG commands, interpreted as forward, backward, left, right, and stop. 
The EOG as a challenge of controlling external objects was presented by Vidal (1973).

Forecast
A new study from Juniper Research1 predict good news for Brain-Computer Interfac-
es (BCI) and has found that global hardware sales revenue from BCI will reach $19 
billion per annum by 2027, up from an estimated $2.4 billion in 2018. BCIs bridge the 
gap between technology and the brain, interpreting brain signals for the purpose of 
interpretation or control. Research is continuing to improve the quality of BCIs so that 
they can be ready to use for the general public in a few years.

The research found that the greatest impact of BCIs will be when used for concen-
tration monitoring, where EEG (Electroencephalogram) technology can be leveraged 
to monitor fatigue. This is crucial for industrial businesses, which strive to improve 
safety and productivity. Juniper predicted that heavy industry will use EEG to re-
place more expensive existing monitoring systems. Research author Nick Maynard 
explained: “EEG is more accurate than current wrist-based optical sensors for con-
centration monitoring, so adoption where concentration is crucial in high-risk envi-
ronments is anticipated to be a big driver in the market.”

The research found that while shipments of BCI devices for consumer uses such as 
guided meditation account for a very low proportion of device shipments presently, 
of under 1% in 2018, the proportion will climb to over 6% of a much larger market in 
2027. Juniper predicted that technology advancement in tandem with consumer vir-
tual/mixed-reality uptake would facilitate new interface paradigms when integrated. 
This higher proportion will be aided by the lower average sales price of these devices, 
just $270 in 2027, compared to $11,570 in the medical area.

CONCLUSION

A Brain-Computer Interface (BCI) is a connection system between the brain and 
a computer. It therefore offers the user the possibility of performing tasks without 
the intermediary of the peripheral nerves. Therefore, it is mainly intended for medi-
cine for the treatment of people with disabilities. There are many examples - a subject 
with a prosthesis can control the movements of the latter with his thought, like a per-
son who has never lost his limbs. Likewise, BCI makes it possible to speak and write 
through computers using neurons.

1 Juniper Research is an analyst house that focuses on digital technology markets, providing reports, 
consulting, technology, trends and forecasting. Available: https://www.juniperresearch.com.
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It’s not just the suffering who can benefit from BCI. Indeed, they are also useful 
for the general public. Gamers can for example get a unique gaming experience using 
these systems. What could be better than having a brain controller? In short, BCIs 
seem to embody the future of virtual reality and mixed reality. You just have to wait 
until the project is completed and it is fully functional.

The BCI is somewhat of a miracle product of computing and science. However, 
it also requires effort on the part of the person who uses it and who wishes to use 
it more easily. Indeed, it takes adaptation time and exercises to refine the control of 
the system which operates in a closed loop. This means that when you first use it, the 
subject will not immediately master everything. He/she will have to observe the re-
sults of his brain commands and apprehend the beast until the manipulation becomes 
automatic. A bit like a baby who discovers the world, the person will gradually tame 
his/her different capacities.

However, studies have shown that 30% of the world s̓ population is currently un-
able to control BCIs. This is pushing researchers to work on improving the system so 
that the devices can finally hit the market. BCI can open many doors. You just have to 
wait until everything is developed to take advantage of it. By waiting, we can already 
save because the price of a consumer device would be estimated at around 300 euros 
(Megabyte, 2020).
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