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ABSTRACT
The aim is to assess the susceptibility of the regional economy to shocks associated with unexpected changes in institutional rules, 
trading instruments, as well as accession to international organizations. The impulse response approach to the study of shocks 
served as a methodological basis. The authors propose and test a new methodological approach that consists in identifying regions 
characterized by persistent development or a potential for changing the gross regional product as a response to an external shock 
impulse. It also allows to determine resonant factors that affect the vulnerability, depth and scale of economic consequences. The 
study reveals that an external institutional shock influences the economic development of regions in various ways, which is due 
to a number of vulnerability factors. This leads to the formation of territories that differ in the level of susceptibility to shocks and 
possess the ability to maintain the trend of economic development.
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1. Introduction

Under conditions of free trade and intensive interac-
tion among countries, external shocks, due to chang-
es in world markets, political events, and institution-
al rules, affect countries and, in particular, regions. 
A shock can have different consequences depending 
on the degree of region’s openness, the level of its 
development and industrial structure. 

An external institutional shock implies unexpected 
changes in the norms, rules, procedures, and instru-
ments that regulate foreign economic interactions. 
These changes introduce uncertainty and unpredict-
ability in the reaction of economic subjects (compa-
nies, the population) and lead to unpredictable chang-
es in the parameters of regional development, which 
can be due to the introduction or adjustment of rules 
in connection with the formation of interstate inter-
action (for example, customs unions), the accession 
to international economic organizations (for example, 
the WTO), and the unexpected application of trading 
instruments (for example, imposing sanctions).

The authors classified external institutional shocks 
based on the following criteria: 
1) duration (shocks with a limited or unlimited 

duration);
2) the intensity of the shock impulse (one-time 

changes or a set of measures; shocks that affect 
trade and economic relations or investments, or 
both spheres at the same time).
The practical significance of such a classification 

is related to the fact that the records of institutional 
changes causing a shock will allow singling out the 
following types of shocks: a) Temporary shocks, such 
as the influence of organizations introduced over a 
limited period. Theoretically, this kind of shocks do 
not cause fundamental changes in economic devel-
opment trends (sanctions are typically imposed for a 
short period, therefore, sanctions and anti-sanctions 
are considered temporary shocks. Examples of excep-
tions are medium-level sanctions against Iran and 
Russia. b) Permanent shocks associated with a set of 
institutional changes and having an unlimited dura-
tion. These shocks change the institutional regime of 
foreign economic relations and the trend of regional 
economic development over a long period (illustrated 
by the accession of Russia to the WTO, the formation 
of the Customs Union, and the Eurasian Economic 
Union).

This article suggests that institutional shocks, as 
unpredictable events, can cause uneven regional con-
sequences in spatially inhomogeneous large coun-
tries, which is due to different sets of economic fac-
tors that can strengthen or neutralize the impact of a 
shock. In other words, the specifics of a regional econ-
omy predetermines the scale of consequences (the 
ability to change or maintain the trend of economic 
development) and affects the status of the region – 
‘vulnerable’ or ‘invulnerable’ to shocks.

An external institutional shock spreads over a 
regional economy due to the following factors:
1) changes in the institutional rules of foreign trade 

or foreign investments affect the decisions of 
companies and the population on production and 
consumption;

2) there is a change in the scale of foreign trade oper-
ations, import and export prices, business activity, 
as well as the size and rate of GRP growth.
The properties of persistence/non-persistence 

were used to assess the effects of a shock on region-
al development. Persistence is viewed as the pres-
ervation of the long-term impact of a shock on the 
dynamics of the gross product, which is manifested 
in a significant change in the previous pattern of its 
growth without the possibility of returning to it in 
the future. Non-persistence is characterized by short-
term fluctuations of economic parameters followed 
by a restoration of the current development trend in 
the economy. Accordingly, depending on their reac-
tion to institutional shocks, regions are divided into 
two types: vulnerable and invulnerable. The reaction 
depends on a specific set of ‘vulnerability’ factors (or 
factors resonant to a shock).

The economies of a number of countries, including 
Russia, are currently under the influence of external 
institutional shocks, namely:
1) the intensification of integration processes and the 

consistent formation of the Customs and the Eur-
asian Economic Union, as well as the accession of 
Russia to the WTO;

2) striking changes in the directions of the trading 
policy and its instruments: the defensive change 
in trade barriers during the crisis in 2008-2009, 
trade and economic sanctions and retaliatory 
anti-sanctions.
A wide range of external institutional shocks are 

clearly observed in Russia, a spatially large and het-
erogeneous country with significant regional ine-
qualities due to natural and climatic conditions, the 
historical peculiarities of land development and the 
location of production, regional resources, and trans-
port routes, as well as proximity to major financial 
centers. The weight of external institutional shocks, 
in combination with a high level of regional differenti-
ation, predetermines the authors’ interest in studying 
the impact of shocks on a region based on the example 
of Russia.

The aim of the work is to assess the consequences 
of the impact of external institutional shocks on the 
regional economy in countries with high economic 
differentiation, using the example of Russia. Differ-
entiation presupposes a significant gap in the level of 
the socio-economic development of regions. The The 
maximum value of gross regional product per capita 
exceeds the minimum value of gross regional product 
per capita 16 times (Bakhtizin, Buchwald, Kolchugin 
2017). Regional differentiation, indeed, complicates 
the process of ensuring the sustainability of the 
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economic system, which grants the topic of the study 
with special relevance.

Based on key channels (trade-economic and 
investment) of the expansion of external institutional 
shocks in Russia during the period of 2009–2015, the 
authors identified the factors that indicate the situa-
tion of increasing vulnerability. These factors include 
the diversification level of the industry structure, the 
level of foreign trade openness, and the activity of 
investment ties.

2. Literature Review

The study of external shocks intensifies under the con-
ditions of increasing economic openness. The authors 
of this article used the works of World Bank (2006), 
Eraydin (2016) and Dominte (2006) as examples, that 
revealed the impact of changes in world markets and 
the entire world economy on the stability of economic 
development. It is especially important to study unex-
pected institutional changes associated with the rules 
and instruments of the foreign economic interaction 
among countries, which is viewed by Shen (2016), 
Rutherford and Tarr (2006) as an independent factor 
of destabilizing the economy.

As opposed to deterministic models, the methodo-
logical basis for the study of shocks as random influ-
ences goes back to the impulse response approach of 
Slutsky (1937) and Frisch (1933). A shock (impulse) 
is viewed as a random effect on an economic system, 
having an exogenous or endogenous nature and trig-
gering the system’s adaptation to the impulse.

The research community generally perceives a 
shock as the prime cause of cyclical fluctuations in 
economic activity. The study of the mechanisms of 
the impulse transfer ‘along the structural connec-
tions of the economic system’ (Pilipenko 2011) at the 
levels of the country and regions is of great scientific 
interest. In addition to studies of the response to cycli-
cal shocks, there have been attempts to decompose 
the effects of external impulses, singling out state, 
industrial and general shocks, as well as idiosyncrasy 
(hypersensitivity) (Norrbin and Schlagenhauf 1996) 
factors, supply and demand shocks (Černíková 2010). 
The methodological basis for the decomposition of 
the impact of economic shocks goes back to the works 
of Blanchard and Quah (1989).

Studies on various aspects of an economic system’s 
(of a country or a region) response to shocks, with dif-
ferentiation of the nature and source of an impulse, 
the reaction speed, as well as the factors of sensitivi-
ty to shocks and various aspects of a system’s resist-
ance to shocks represent a vast area of research. An 
analysis of the impact of demand shocks on various 
EU countries (Černíková 2010) revealed both pos-
itive and negative influences. Moreover, against the 
background of the asymmetry of price reactions, the 
economies under analysis showed a nearly identical 

rate of response to shocks. An econometric analy-
sis of the impact of shocks on the regions of Greece 
(Petrakos and Sycharis 2016) revealed an increase in 
regional inequalities. It is necessary to point out that 
developed export-oriented regions better adapted to 
the economic crisis, and solid integration with the EU 
market did not improve the regional indicators.

The assessment of the impact of shocks on the lev-
el of the national economy, including shocks caused 
by external factors, requires a wide range of diverse 
instruments for analysis, the most popular of which 
is the vector autoregression method (Crescenzi et al. 
2016; Pesaran et al. 2003; Vorontsovsky et al. 2013). 
Based on the model designed, the authors of the study 
draw conclusions about the changes in the dynam-
ics of the economic parameters. The results of the 
research of Pesaran et al. (2003) and Vorontsovsky 
et al. (2013) show that the consequences of a shock 
impact can be long-term or short-term, termed as 
persistence or non-persistence in development. Per-
sistence of a shock is defined as a ‘break point’ of an 
economic system’s development trend. The evolution 
of methods for estimating the stochastic factors in 
the process of macroeconomic modeling is repre-
sented in detail in the research of Vorontsovsky and 
Dmitriev (2014). Bristow and Healy (2015) point to 
the importance of time in the process of ensuring the 
sustainability of a regional economy, using the exam-
ple of Wales. They argue that short-term adaptation 
to shocks does not guarantee long-term sustainability 
in the future.

Crescenzi et al. (2016) broaden the concept of 
an economy’s susceptibility to external shocks. The 
authors argue that there is a relationship between 
the effects of shocks and the factors of an economy’s 
vulnerability. The research of Briguglio et al. (2009) 
presents a wide range of factors that increase vulner-
ability. They include trade openness, export speciali-
zation, dependence on imports, access to the sea, poor 
ecology, the size of an economy, institutional weak-
ness, and a lack of inbuilt stabilizers. Based on the 
analysis of the impact of the economic crisis during 
2008–2009 on the regions of Poland, Marsik (2014) 
revealed specific factors in each region, capable of 
strengthening or neutralizing the effect of a shock. 
Later, the author conducted a study of eight regions 
from different European countries and proved the 
importance of the diversification of the economy and 
human capital in the process of ensuring stability to 
shocks (Marsik 2016).

Based on the US data, Crone (2005) and Beckworth 
(2010) revealed multi-directionality of the impact of 
monetary shocks on various regions and placed an 
emphasis on the asymmetry of the response of the 
‘energy zone’ (groups of states exporting energy 
resources). Using the VAR (or vector autoregression) 
and SVAR (or structural vector autoregression mod-
els, the scholars obtained comparable results. A study 
based on the VAR model was conducted across groups 
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of states united by peculiarities of economic cycles. 
The study led to the conclusion that the monetary 
policy of states that export energy resources is less 
sensitive to shocks (Crone 2005). Using the example 
of the impact of oil shocks on various states, Enger-
mann (2014) observed spatial asymmetry – an atypi-
cal reaction of several states to negative shocks when 
the rest of the regions are insensitive.

The implementation of the VAR model on the 
example of Australia (Owyang and Wall 2009) showed 
that the regional response on monetary shocks is 
determined by three channels of shock distribution. 
Moreover, the intensity of the recession depends on 
the concentration of the banking sector in the region, 
while the size of the recession depends on the peculi-
arities of the regional industry. Fraser, MacDonald and 
Mullineux (2012) used the structural vector autore-
gressive SVAR model to show that regions differ in 
their response to a monetary shock: most regions 
have a response similar to changes in nationwide 
parameters; states in Western Australia and Queens-
land are more sensitive, which is associated with the 
low diversification of their economy (the mineral and 
raw material specialization).

Using the example of East Asian countries, the 
structural model of VAR with block exogeneity 
(SVARX) (Allegret, Couharde, Guillaumin 2012) made 
it possible to evaluate the comparative impact of each 
shock type on the internal variables of these coun-
tries, showing the priority significance of real shocks 
in comparison with nominal ones. The analysis of the 
impulse response shows that East Asian countries are 
more sensitive to the trading than monetary channel.

The use of dynamic stochastic general equilibri-
um models (DSGE models) in the study of regional 
response to external shocks is quite a difficult task 
since the openness of flows within a region (com-
pared to the country level) complicates the mode-
ling of the regional economic system. Although DSGE 
models allow investigating impulse response func-
tions, they still have limitations. The results of a study 
of the influence of external and internal shocks on the 
regional indicators of the Sverdlovsk Oblast in Russia 
(Serkov 2018) can be quite useful in the management 
of regional development. It is necessary to point out 
that the model does not take into account the mutual 
influence of regions. The mechanisms of this influence 
are analyzed, for example, in the work of Tamegawa 
(2012), who proposes a single model for two regions.

A number of researchers attempted to transfer the 
assessment of the impact of shocks to the meso and 
micro levels. Thus, using the example of Norwegian 
peripheral regions, Salamonsen (2015) conducted 
a multilevel analysis of the impact of an exogenous 
shock on development processes at the macro and 
micro levels. The researcher revealed a strong and, 
interestingly, positive impact of an oil shock on the 
peripheral municipality, despite the noncontiguous-
ness of institutional structures and signs of regional 

inequalities. Moreover, the researcher suggested that 
it is the influence of external shocks that allows over-
coming regional inequalities.

Russian research includes the search for the indi-
cators of sustainability of regional development 
(Ochkin 2018). A number of Russian studies focus on 
the impact of financial, price (Pilipenko 2015) and 
demand shocks on the sustainability and balance of 
the development of economic systems, as well as the 
issues of shock transfer among countries (Burlachkov 
and Golovnin 2014) and various responses of coun-
tries to global challenges. Bakhtizin, Buchwald, Kol-
chugin (2017) showed the relationship between the 
level of differentiation and the cyclical nature of eco-
nomic development in regions. The indicator of the 
economy’s spatial heterogeneity increases during the 
recovery phase and decreases during a crisis. Given 
that the vector of a country’s regional development 
policy focuses on reducing economic differentiation, 
studies on the impact of shocks are of great practical 
value.

3. Methods and Data

The research methodology includes three compo-
nents of analysis.

1. The formulation of an indicator of changes in 
institutional rules, which aggregates and quantitative-
ly generalizes changes in standard and non-standard 
measures that have changed for the country, taking 
into account the structure of the trade and economy 
of the region. 

The regional index of trade restrictions (or RITR) is 
proposed as an indicator (Danilova and Zimmerman 
2014). This index was calculated with regard to an 
indicator of tariff and non-tariff protection level,which 
is applied by the country to its trading partners, i.e. 
general trade restriction index (or OTRI).

The conversion of a country’s general trade restric-
tions index into regional indices is based on the dif-
ference in trade policies for each region. Regional 
differentiation depends on the import volume and 
structure, as well as on the regional sectoral diversifi-
cation. The RITR calculation formula for the i-region 
is:
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b) For calculating the standardized range, the deviations of the GRP growth rates from the 
average value for each sub-period 200–2012 are determined: 

 (1) 

OTRIa – agricultural trade restriction index and 
OTRIm – industrial trade restriction index;

sai – share of agricultural imports in the i-region;
smi – share of industrial imports in the i-region;
Di – variance of specialization coefficient val-

ues. The specialization coefficient (Kd) is defined as 
the ratio of r-industry production in the i-region to 
the share of this industry in the country’s economy. 
The greater the value of the r-industry specialization 
coefficient by the i-region, the average value of the 
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industry specialization coefficient by the i-region, the 
higher the dispersion value and higher the level of 
trade barriers for the region are. The regional index 
of trade restrictions can serve as a tool for monitoring 
foreign trade policy programs.

Based on the volatility of the RITR value, it is pos-
sible to trace changes in trade rules for individual 
regions and, accordingly, estimate the intensity of the 
incoming shock impact on the economy.

2. The classification of regions by susceptibility, 
depending on the quality of persistence. The Hurst 
index (Hurst et al. 1965) was calculated based on the 
standardized range (R/σ-analysis) for each region and 
four analyzed time periods. The method is presented 
on the example of one of the periods (2000–2012):
a) The average GRP (x) growth rates value for a sam-

ple of length N; for 2000–2012, N is equal to 13. 
Definition of the average value requires the allo-
cation of sub-periods: I – 2000–2012, II – 2001–
2012, …, XII – 2011–2012, and calculation of the 
average GRP growth rate for each sub-period:
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ln (𝑅𝑅𝜎𝜎) = ln(𝑐𝑐) + 𝐻𝐻ln (𝑁𝑁) 
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c) The deviation range for each sub-period is calcu-
lated on the basis of the maximum and minimum 
values for the region concerning the sub-period 
analyzed:
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where R is the set (RI, RII, …, RXII); σ is the set (σI, σII, 
…, σXII); c is a constant.

After bringing the equation to a linear form, the 
Hurst index (H) for a sample of length N is defined as 
the regression coefficient (the regression line inclina-
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 Interpretation of the Hurst exponent values 
(Table 1).

3) The identification of vulnerability factors for 
susceptible regions. The authors of the article iden-
tified a number of coefficients that allow quantitative 
representation of vulnerability factors in terms of res-
onance to a shock, namely:
a) the diversification level of sectoral structure is esti-

mated with regard to the specialization economy 
coefficient of the i-region (Kd);

b) the level of foreign trade openness is determined 
by the following indicators such as export the spe-
cialization coefficient (or Cex.spec,%) as the export 
ratio of the i-region to the country’s export; share 
of GRP imports 
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Interpretation of the Hurst exponent values (Table 1). 
 
Tab. 1 Interval scale for the Hurst exponent. 

Value Characteristics Classical interpretation Adapted interval scale 

0 ≤ H < 0.5 Non-
persistence 

‘Return to the average’ 
situation 

The impact has the effect of 
short memory, which is 
eventually neutralized in the 
context of a time range. This 
means that the region’s 
economy is insusceptible. 

H = 0.5 Random series This implies the presence of 
white noise, i.e. fulfillment of 
some independent, random 
process. All the events are 
not correlated. 

Implies an independent 
random process, for which 
the impact of a shock is not 
determined. 

0.5 < H ≤ 1 Persistence Offset stochastic volatility. 
The closer N is to 0.5, the 
more noisy noisier the range 
is and the less pronounced is 
its trend.  

Potential to maintain a long-
term impact on a time range; 
an environment susceptible 
to shocks. 

 
3) The identification of vulnerability factors for susceptible regions. The authors of the article 
identified a number of coefficients that allow quantitative representation of vulnerability 
factors in terms of resonance to a shock, namely: 
a) the diversification level of sectoral structure is estimated with regard to the specialization 
economy coefficient of the i-region (Kd); 
b) the level of foreign trade openness is determined by the following indicators such as export 
the specialization coefficient (or Cex.spec,%) as the export ratio of the i-region to the 
country's export; share of GRP imports (𝑑𝑑𝐺𝐺𝐺𝐺𝐺𝐺𝐼𝐼𝐼𝐼 ) as the imports percentage of the i-region to 
GRP; the export-import ratio (or Rex/imp) as a ratio of the export volume of the i-region to 
import; 
c) investment related activity, i.e. foreign direct investment share (or FDI) of the i-region in 
the country's FDI (CFDI) as the ratio of the FDI of the i-region to the FDI of the country; foreign 

 as the imports percentage 
of the i-region to GRP; the export-import ratio (or 
Rex/imp) as a ratio of the export volume of the 
i-region to import;

Tab. 1 Interval scale for the Hurst exponent.

Value Characteristics Classical interpretation Adapted interval scale

0 ≤ H < 0.5
Non- 
persistence

‘Return to the average’ situation
The impact has the effect of short memory, which is 
eventually neutralized in the context of a time range.  
This means that the region’s economy is insusceptible.

H = 0.5
Random  
series

This implies the presence of white noise, i.e. fulfillment of 
some independent, random process. All the events are not 
correlated.

Implies an independent random process, for which  
the impact of a shock is not determined.

0.5 < H ≤ 1 Persistence
Offset stochastic volatility. The closer N is to 0.5, the more 
noisy noisier the range is and the less pronounced is its trend. 

Potential to maintain a long-term impact on a time  
range; an environment susceptible to shocks.
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c) investment related activity, i.e. foreign direct 
investment share (or FDI) of the i-region in the 
country’s FDI (CFDI) as the ratio of the FDI of the 
i-region to the FDI of the country; foreign direct 
investment share in gross investment of the region 
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direct investment share in gross investment of the region (𝑑𝑑∑𝐼𝐼𝐹𝐹𝐹𝐹𝐼𝐼) as the ratio of FDI to the main 
investment of the i-region.  
The influence of resonance factors on the susceptibility of regions is estimated by the 
Vulnerability Index, which is defined as the weighted average of the three most important 
variable factors: the coefficient of export specialization, the coefficient of the import quota, 
and the coefficient of foreign direct investment (see Formula 6). 
 

𝐼𝐼 = ∑ 𝑤𝑤𝑗𝑗𝑘𝑘𝑗𝑗3
𝑗𝑗=1  (6) 

 
Where wj is the weight of each of the factors; it is calculated on the basis of the paired 
correlation coefficients between the Hurst index (H) and each of the three explanatory factors 
j (see formula 7): 
 

𝑤𝑤𝑗𝑗 = 𝑐𝑐𝑐𝑐𝑟𝑟𝑗𝑗𝐻𝐻
∑ 𝑐𝑐𝑐𝑐𝑟𝑟𝑗𝑗𝐻𝐻3
𝑗𝑗=1

 (7) 

 
𝑐𝑐𝑐𝑐𝑟𝑟𝑗𝑗𝐻𝐻  – the value of the coefficient of correlation between the j-th explanatory factor and the 
Hurst index (H); 
∑ 𝑐𝑐𝑐𝑐𝑟𝑟𝑗𝑗𝑗𝑗3
𝑗𝑗=1  – the sum of the values of the coefficient of correlation between the indicators of 

export specialization, import quotas, foreign direct investment, on the one hand, and the 
Hurst index, on the other. 

𝑘𝑘𝑗𝑗  – the average value for each of the factors (j) by regions for the analyzed period. 
For comparison purposes, the vulnerability index is defined separately for the group of 
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cialization, import quotas, foreign direct investment, 
on the one hand, and the Hurst index, on the other.
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 – the average value for each of the factors (j) by 
regions for the analyzed period.

For comparison purposes, the vulnerability index 
is defined separately for the group of restrictedly sus-
ceptible regions (19) and for the group of unrespon-
sive regions (19) for the period of 2000–2012.

A change in the composite indicator of the Vulner-
ability Index allows estimating the intensity of the 
impact of trade and investment flows on the degree 
of regions’ susceptibility to trade shocks and the sus-
tainability of regional development.

Data. The study was conducted based on the data 
of 80 regions of Russia. The annual statistics of Ross-
tat for 2009–2015 was used to calculate indicators of 
the trade and investment channels.

The time series for calculating the Hurst index 
correspond to the GRP annual growth rate, which is 
the minimum period published by official statistics 
by region. The Hurst index was determined for four 
time periods (2000–2009, 2000–2012, 2000–2014, 
2000–2015), which is explained by the need to assess 
the intermediate effects of external institutional 
shocks: the accession of Russia to the WTO, the crea-
tion of integration and the reduction of trade barriers 
(2009–2012); the introduction of restrictive sanc-
tions and “antisanctions” (2013–2015).

Data (2000–2012) were used to estimate the vul-
nerability index, which is explained by the change of 

the methodology for calculating the foreign direct 
investment by the Central Bank of Russia in 2014 
and the format of data by regions, which excluded the 
possibility to use the comparable calculations without 
modifying the indicator.

4. Results

The assessment of the regional index of trade restric-
tions for the years of 2009 and 2012, which corre-
spond to the initial dates of drastic changes in the 
institutional rules, confirmed that the shock of trade 
liberalization led to a decrease in trade barriers due 
to the formation of the Customs Union and the prepa-
ration for accession to the WTO (Table 2). The RITR 
decreased from 11.75% to 7.98% (at the mean across 
the block of regions); the breakdown of regions in 
terms of the average value reflects the fact that 2/3 of 
the regions are in the zone of low trade barriers (RITR 
is below average). 

Tab. 2 Fragment of data on the regional index of trade  
restrictions, %*.

2009 2012 2009 2012

Vologda Oblast 3.44 1.55 Republic of Karelia 10.46 12.50

Kaluga Oblast 3.53 1.46 Krasnodar Krai 10.77 8.88

Vladimir Oblast 3.62 2.10
Jewish Auto- 
nomous Oblast

11.45 9.29

Chuvash Republic 3.92 1.35
South Ossetia- 
Alania

14.38 12.87

Udmurt Republic 4.24 1.26 Chechen Republic 16.85 16.63

Tver Oblast 4.50 2.01 Tymen Oblast 19.92 5.67

St. Petersburg 4.52 2.57 Arkhangelsk Oblast 20.40 13.22

Smolensk Oblast 4.57 3.70 Kaliningrad Oblast 21.08 16.92

Voronezh Oblast 4.63 4.31
Republic of 
Ingushetia

21.47 8.14

Leningrad Oblast 4.71 3.77
Chukotka Auto- 
nomous Okrug

23.03 14.29

Moscow 7.34 2.95
Republic of 
Dagestan

23.70 49.91

Republic of Sakha 9.23 6.17 Republic of Altai 28.17 11.38

Orenburg Oblast 10.92 3.44 Republic of Kalmykia 41.09 21.30

Average regional 11.57 7.98

Source: Authors’ calculations using OTRI data (World Bank 2013)

As a result of the trade liberalization shock, chang-
es in the ‘input parameter’ are ambiguous. The insti-
tutional shock led to a decrease in the RITR in the 
group of regions with low trade barriers by 50% and 
to an increase in a number of regions by more than 
100%. The group of regions with high barriers includ-
ed agrarian regions or regions that specialize in the 
fishing industry (the Arkhangelsk Oblast, the Kam-
chatka Krai, etc.). These sectors are the most protect-
ed sectors by countries even when there is an overall 
increase in openness. The second shock event was 
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Tab. 3 Values of the Hurst coefficient for all periods under analysis.

Region

H

Region

H

2000–
2009

2000–
2012

2000–
2014

2000–
2015

2000–
2009

2000–
2012

2000–
2014

2000–
2015

Kamchatka Krai 0.3202 0.3403 0.2799 0.3692 Tyumen Oblast 0.5757 0.5030 0.2842 0.3728

Krasnodar Krai 0.5345 0.3795 0.2834 0.3752 Oryol Oblast 0.6148 0.5057 0.2289 0.3373

Tyva Republic 0.4587 0.3883 0.2385 0.3757 Samara Region 0.5424 0.5133 0.2716 0.3590

Republic of Dagestan 0.4016 0.3942 0.269 0.3383 Orenburg Oblast 0.5151 0.5195 0.2235 0.3387

Belgorod Oblast 0.4190 0.3967 0.2092 0.3546 Kostroma Oblast 0.5393 0.5220 0.1871 0.2996

Omsk Oblast 0.6019 0.4029 0.2653 0.3691 Kirov Oblast 0.5453 0.5236 0.2526 0.3851

Chukotka Autonomous 
Okrug

0.5185 0.4063 0.2151 0.2769 Primorsky Krai 0.4892 0.5236 0.2734 0.3383

North Ossetia-Alania 0.4268 0.4078 0.2589 0.3845 Lipetsk Oblast 0.5368 0.5239 0.2590 0.3499

Kabardino-Balkaria 0.4274 0.4185 0.3326 0.3755 Vologda Oblast 0.5615 0.5270 0.2951 0.3185

Magadan Oblast 0.5538 0.4188 0.2766 0.3609 Smolensk Oblast 0.5612 0.5290 0.2847 0.3759

Republic of Adygea 0.4611 0.4203 0.2663 0.3861 Yaroslavl Oblast 0.5354 0.5313 0.3174 0.3811

Kurgansk Oblast 0.5571 0.4290 0.2202 0.2781 Nizhny Novgorod Oblast 0.5375 0.5340 0.2013 0.3084

Kemerevo Oblast 0.4970 0.4295 0.2140 0.3149 Astrakhan Oblast 0.5815 0.5342 0.3197 0.3975

Zabaykalsky Krai 0.4701 0.4309 0.2591 0.3003 Ryazan Oblast 0.5668 0.5354 0.2226 0.3493

Mari El Republic 0.4418 0.4320 0.2390 0.3491 Murmansk Oblast 0.5417 0.5359 0.3001 0.3761

Arkhangelsk Oblast 0.5216 0.4344 0.2757 0.3854 Rostov Oblast 0.5670 0.5371 0.3053 0.3151

Altai Republic 0.5221 0.4347 0.3132 0.3543 Republic of Ingushetia 0.5410 0.5378 0.3096 0.3998

Voronezh Oblast 0.4911 0.4380 0.2244 0.3450 Tomsk Oblast 0.4206 0.5380 0.2635 0.3624

Karachay-Cherkess 
Republic

0.4321 0.4436 0.2359 0.3014 Krasnoyarsk Krai 0.3755 0.5382 0.2478 0.3281

Republic of Sakha 
(Yakutia)

0.4963 0.4486 0.2718 0.3897 Republic of Buryatia 0.5550 0.5393 0.2301 0.3347

Komi Republic 0.4740 0.4510 0.2104 0.2826 Republic of Khakassia 0.5263 0.5439 0.3138 0.4132

Irkutsk Oblast 0.4897 0.4519 0.3043 0.3900 Leningrad Oblast 0.5482 0.5469 0.2903 0.3744

Jewish Autonomous 
Oblast

0.5711 0.4532 0.2525 0.3181 Kaluga Oblast 0.6099 0.5530 0.2573 0.3451

Republic of Mordovia 0.5005 0.4648 0.2454 0.3837 Stavropol Krai 0.6282 0.5547 0.2420 0.3623

Novgorod Oblast 0.5108 0.4653 0.2413 0.3517 Vladimir Oblast 0.5690 0.5553 0.2219 0.3506

Pskov Oblast 0.5113 0.4671 0.2494 0.3726 Republic of Kalmykia 0.5617 0.5563 0.2582 0.3385

Kursk Oblast 0.4750 0.4676 0.2036 0.3543 Volgograd Oblast 0.5773 0.5572 0.2519 0.3185

Perm Krai 0.4972 0.4686 0.2161 0.2921 Tula Oblast 0.5857 0.5591 0.2925 0.3773

Republic of Bashkortostan 0.5023 0.4689 0.2468 0.3212 Chuvash Republic 0.5557 0.5599 0.1998 0.293

Tambov Oblast 0.5253 0.4703 0.2967 0.4351 Khabarovsk Krai 0.5849 0.5646 0.348 0.4017

Amur Oblast 0.5669 0.4828 0.3298 0.3609 Chelyabinsk Oblast 0.5490 0.5646 0.2203 0.3323

Saratov Oblast 0.5867 0.4891 0.2896 0.3703 Kaliningrad Oblast 0.5529 0.5681 0.2249 0.3259

Sakhalinsk Oblast 0.5677 0.4906 0.2676 0.418 Republic of Tatarstan 0.5616 0.5703 0.3157 0.3300

Sverdlov Oblast 0.5184 0.4908 0.2861 0.3335 Moscow Oblast 0.5816 0.5754 0.1942 0.2831

Ivanovo Oblast 0.5467 0.4910 0.2738 0.3797 Udmurt Republic 0.6033 0.5770 0.2850 0.4010

Republic of Karelia 0.4786 0.4929 0.3004 0.3965 Chechen Republic 0.5547 0.5777 0.1503 0.3074

Ulyanovsk Oblast 0.5310 0.4933 0.2323 0.3172 St. Petersburg 0.6251 0.5877 0.2227 0.3198

Tver Oblast 0.5491 0.4948 0.2108 0.3105 Penza Oblast 0.5963 0.5903 0.2913 0.3896

Novosibirsk Oblast 0.5373 0.4998 0.2779 0.2818 Moscow 0.6629 0.5990 0.2922 0.3727

Altai Krai 0.5123 0.5004 0.2930 0.3657 Bryansk Oblast 0.6113 0.6116 0.2455 0.3621

Average by region 0.529419 0.497161 0.25964 0.350573
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due to sanctions and anti-sanctions in 2013–2015 
and a sharp increase in restrictions.

Table 3 shows that in the first time period (2000–
2009), the values of the Hurst coefficient in 37 regions 
are within the interval that indicates a potentially 
persistent type of economic development (the val-
ue is within the interval when the deviation of the 
time series from the previous growth trajectory is 
characterized by trend tolerance or the effect of long 
memory). Non-persistence was observed in 9 regions 
characterized by a return to the average and the 
effect of short memory. A random series was revealed 
only in 34 regions (a random process, for which the 
determination of the impact of an external shock is 
impossible).

The assessment of the period of 2000–2012 
revealed the following facts: the Hurst coefficient in 
42 constituent entities of Russia was within the inter-
val of the non-persistent type of development, 19 
regions demonstrated a random range, and 19 were 
characterized by persistence. This means that the lib-
eralization of institutional rules and the reduction of 
import trade restrictions turned out to be ‘unsafe’ for 
19 regions in terms of sustainability (a potential for 
persistent development was observed). The addition-
al analysis of the period of 2000–2011 showed that 
in 11 out of 19 regions, the Hurst coefficient was not 
within the persistent interval, while the calculation 
that included the year of 2012 (the authors believe 
that this was triggered by a shock) revealed a drag 
of the Hurst coefficient in these regions into a zone 
that has the potential for long-term shock effects. 

In respect of eight regions, the authors of the study 
introduced a hypothesis about the stable maintenance 
of the situation with a high concentration of vulnera-
bilities. This is explained by the fact that in the initial 
analysis period of 2000-2009, these regions already 
belonged to the zone with the potential for persis-
tence (highlighted in a grey background in Table 4).

During the estimation of the Hurst coefficient for 
the time interval of 2000–2014 and 2000–2015, no 
regions demonstrated a value typical of the persistent 
type of economic development. The decrease in the 
coefficient in the third of the periods under analysis 
(the period of foreign trade and economic restriction) 
in all constituent entities of Russia cannot be viewed 
as a transition of 19 regions susceptible to shocks to a 
fundamentally new state, i.e. as a shift of their status 
to susceptible. It is necessary to take into account the 
following arguments, which allowed attributing these 
regions to the zone of instability in the economy of 
Russia and defining them as ‘partially susceptible’:
1) the shock impulses under examination (from 2009 

to 2012 and from 2012 to 2015) are multidirection-
al. The effect of liberalization (due to the accession 
to the WTO and the commencement of the tran-
sition period) is nearly neutralized by sanctions/
anti-sanctions; restriction came to replace liberal-
ization, which could provoke a counter-turnabout 
of regional parameters (Table 5 shows the trade 
and economic parameters of the regions; multi-di-
rectionality is highlighted in a grey background); 

2) the multidirectional dynamics of regional econom-
ic development in this period: the recovery growth 
of 2010–2011 was replaced by stagnant dynamics 
till 2013 and a drop in production in 2014. Chang-
es in institutional rules ‘knocked out’ the regions of 
Russia from the path of progressive development, 
reduced economic activity, and led to a ‘downshift’ 
of the national production;

3) the ‘break-up’ in the development trajectory was 
manifested in the increase in the deviation of the 
GRP growth rate from the average value and the 
decrease in the Hurst coefficient. The high volatil-
ity and the sharp recession in 2013–2014 affect-
ed the growth of the mean square value deviation, 
which reduced the values of the Hurst coefficient.
Comparison of the indices for the limited suscep-

tible regions with insensitive and average data for 
regions of Russia allows the factors identifying the 
limited susceptible regions to distinguish (Table 5), 
namely a high level of openness of the economy (for 
example, 2014. The export specialization coefficient 
of partially susceptible regions is 3.22%, on aver-
age – 1.2%; the import quota value, respectively, was 
26.89% and 12.57%; RITR – 5.02% and 7.99% in 
2012). The high susceptibility is explained, according-
ly, by the fact that the regions are sensitive to the dest-
abilizing effect of changing the rules governing both 
export and import operations. This should be added to 
the high level of localization of foreign investment in 

Tab 4 The Hurst exponent in the regions with a potential for 
persistent development (2009, 2011, 2012).

2000–2009 2000–2011 2000–2012

Leningrad Oblast 0.5482 0.4382 0.5469

Kaluga Oblast 0.6099 0.5625 0.5530

Republic of Tatarstan 0.5616 0.5298 0.5703

Moscow 0.5816 0.5368 0.5754

St. Petersburg 0.6251 0.4916 0.5877

Moscow 0.6629 0.6379 0.5990

Stavropol Krai 0.6282 0.5912 0.5547

Vladimir Oblast 0.5690 0.5084 0.5553

Volgograd Oblast 0.5773 0.5502 0.5572

Tula Oblast 0.5857 0.5278 0.5591

Chuvash Republic 0.5557 0.5006 0.5599

Chelyabinsk Oblast 0.5490 0.5907 0.5646

Udmurt Republic 0.6033 0.6358 0.577

Penza Oblast 0.5963 0.5761 0.5903

Bryansk Oblast 0.6113 0.5951 0.6116

Kaliningrad Oblast 0.5529 0.5335 0.5681

Khabarovsk Krai 0.5849 0.5393 0.5646

Republic of Kalmykia 0.5617 0.4947 0.5563

Chechen Republic 0.5547 0.2702 0.5777
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the economy of partially susceptible regions: the indi-
cator “regional share in the country’s foreign direct 
investment” is 2.75%, while the regional average 
is 1.39%; the indicator “the share of foreign invest-
ments in the aggregate investments of the region” – 
5.08% and 4.78%, respectively. High rates of foreign 
trade and foreign investment are good conductors of 
institutional shocks, especially with their simultane-
ous effects (as was observed in Russia), multiplying 
destabilizing effects and increase the likelihood of a 
change in the trend of regional development. 

The implementation of a particular type of suscep-
tibility in a region depends on the peculiarities of the 
economic environment in which the shock impulse 
occurs. Partially susceptible regions have a more vul-
nerable economy due to the concentration of factors 
of trade-economic and investment channels. The vul-
nerability index is 5.261 and higher than that of insus-
ceptible regions (Table 6).

The high vulnerability of partially susceptible 
regions to the trade liberalization shock was due to 
a number of factors, such as the high trade openness 
manifested in the regions’ export specialization (the 
coefficient of export specialization exceeds the aver-
age value of all regions five times) and the significant 
share of import in the GRP (the import quota is twice 
higher compared with other subjects of Russia), as 
well as in the high intensity of investment ties with 
the foreign sector due to the localization of the FDI in 
most partially susceptible regions (the coefficient of 
FDI is higher than the average for all regions).

5. Discussion

In the context of the impulse response approach, the 
authors of the article studied the effects of institu-
tional shocks on 80 regions of Russia. To prove the 
hypothesis put forward, they relied on the concept 
of ‘persistence’ introduced by Pesaran et al. (2003) 
and Vorontsovsky et al. (2013). The research results 
are basically consistent with the analysis of the 
above-mentioned authors. Nevertheless, the param-
eters that are assessed and the instruments for our 
analysis are quite different from theirs. Analyzing the 
effect of an external shock on the national economy, 
Vorontsovsky et al. (2013) uses short-term statis-
tics and builds a vector autoregression model based 
on it. In this article, we use the GPR annual values to 

estimate the Hurst exponent since no short-term sta-
tistics is available for the regions under analysis. As 
a matter of fact, the instruments used by the authors 
of this study are better adapted for assessing conse-
quences at the regional level (simultaneously ensur-
ing comparability at the country level) and allow 
proving the first part of the hypothesis concerning 
the differences in the level of susceptibility among 
regions.

We agree with the position of Masik (2014), who 
argues that each region is unique in terms of the 
factors whose concentration allows determining 
the final vulnerability or sustainability of the econ-
omy. Narrowing the range of vulnerability factors 
(Briguglio et al. 2009) in terms of trade-economic 
and investment channels, we proved the second part 
of the hypothesis, which implies that the differences 
in the consequences of an external influence among 
regions are due to a different set of economic factors. 
A susceptible environment is related to the concen-
tration of vulnerability factors, such as the high level 
of foreign trade openness, as well as the high intensi-
ty of investment ties with the foreign sector. We pro-
pose a set of instruments for assessing the differential 
response of regions to institutional shocks. Compared 
to the results of studies on regional asymmetries of 
shock influences on the example of the United States 
(Crone 2005; Beckworth 2010), Australia (Owyang 
and Wall 2009; Fraser, MacDonald, Mullineux 2012), 
Norway (Salamonsen 2015), Greece (Petrakos and 
Sycharis 2016), and Great Britain (Bristow and Healy 
2015), our approach not only records differences in 
the response of regional economic systems but also 
has a predictive potential. The quality of persistence/
non-persistence allows filtering out the resonant fac-
tors of a region’s susceptibility to a shock and formu-
lating a prolonged view of the vulnerability or sustain-
ability of a region. The study confirms the second part 
of the hypothesis about the impact of the specifics of 
a regional economic system on the scale of shock con-
sequences and the susceptibility of a region. For com-
parison, Vorontsovsky et al. (2016) propose to predict 
the response of a regional economic system to shocks 
by determining the time point when the development 
trend and ‘turning points’, while Bakhtizin, Buchwald, 
Kulchugin (2017) suggest to assess the perspectives 
of regional differentiation in terms of cyclical develop-
ment. Conceptually, our approach does not contradict 
the above-mentioned studies. 

Tab. 6 The Vulnerability Index of partially susceptible and insusceptible regions to external institutional shocks.

Factors and 
Vulnerability Index

Partially susceptible regions (19) Insusceptible regions (19)

corjH k� w corjH k� w

Cex.spec. 0.379 3.027 0.485 −0.073 0.337 0.646

dIM
GRP 0.072 26.524 0.092 0.039 6.998 0.345

CFDI 0.330 3.199 0.423 −0.001 0.927 0.009

I I = 5.261 I = 2.640
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In addition, this study contributes three provisions 
to the scientific literature. First, the review of the the-
ory of shocks and the analysis of current facts of eco-
nomic development in Russia allows expanding the 
understanding of the spatial impact of external insti-
tutional shocks in the context of the socio-economic 
heterogeneity of federal countries and the economic 
openness. In particular, we have identified the insti-
tutional component of a shock, as well as the types 
of possible consequences of the expansion of external 
institutional shocks. Secondly, the main difference of 
our methodological approach includes the proposed 
index of the ‘input’ indicator of shock strikes – the 
regional index of trade restrictions (RITR), which 
accumulates the specific impact of shock changes in 
standard and non-standard measures on the regions 
(there is no such indicator for regions). Thirdly, the 
results allowed identifying 19 regions whose econo-
mies are very sensitive to shocks (partially suscepti-
ble). About 45% of the total GRP from all regions falls 
on the partially susceptible regions, i.e. they form an 
important territorial zone that is unstable to shocks. 
Consequently, there is an increase in the overall sus-
ceptibility of the country’s economy to any institu-
tional shocks in the sphere of foreign economic coop-
eration. Another contribution of the study is related 
to the identification of the institutional type of shocks.

6. Conclusion

We have proposed a methodological approach to 
assessing the impact of external institutional shocks 
and tested it relying on the 2009–2015 data. The 
results of the analysis allowed singling out 19 regions 
with limited susceptibility to external institutional 
shocks out of the analyzed 80 regions, which means 
that 23.8% of regions are potentially predisposed 
to an unstable state and a distruction of the devel-
opment direction. Among these regions, the authors 
single out regions with a steady concentration of 
vulnerability factors (for example, the Chelyabinsk 
Oblast) and those that are distinguished by high open-
ness to trade and/or investment channels. A highly 
important territorial zone of increased susceptibili-
ty and vulnerability can lead to significant economic 
and social consequences for the entire country. The 
proposed approach to assessing the susceptibility of 
regions has practical importance for public authori-
ties since it provides a basis for choosing priority are-
as for improving sustainability, creating a system of 
diagnostics and stress testing of the regional economy 
in the context of identifying vulnerabilities to shock 
impulses.

The consistent implementation of the proposed 
methodological approach in the future will allow gen-
erating a sufficient database for a comparative assess-
ment of the dynamics of the development of regions 
with non-persistent and persistent types of economic 

development, as well as assessing the cyclical nature 
of the response of a regional economic system to insti-
tutional shocks. Further studies may be related to the 
situation of the counter-turnabout of regional param-
eters. In addition, it is of scientific interest to study 
the mechanisms of the expansion and responsiveness 
of regional economic systems to institutional shocks.
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