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ABSTRACT

Networks have recently become ubiquitous in many scientific fields. In criminology, so-
cial network analysis (SNA) provides a potent tool for analysis of organized crime. This 
paper introduces basic network terms and measures as well as advanced models and 
reviews their application in criminological research. The centrality measures – degree 
and betweenness – are introduced as means to describe relative importance of actors in 
the network. The centrality measures are useful also in determining strategically posi-
tioned actors within the network or providing efficient targets for disruption of criminal 
networks. The cohesion measures, namely density, centralization, and average geode-
sic distance are described and their relevance is related to the idea of efficiency-security 
trade-off. As the last of the basic measures, the attention is paid to subgroup identifica-
tion algorithms such as cliques, k-plexes, and factions. Subgroups are essential in the 
discussion on the cell-structure in criminal networks. The following part of the paper 
is a brief overview of more sophisticated network models. Models allow for theory test-
ing, distinguishing systematic processes from randomness, and simplification of complex 
network structures. Quadratic assignment procedure, blockmodels, exponential random 
graph models, and stochastic actor-oriented models are covered. Some important re-
search examples include similarities in co-offending, core-periphery structures, closure 
and brokerage, and network evolution. Subsequently, the paper reflects the three biggest 
challenges for application of SNA to criminal settings – data availability, proper formula-
tion of theories and adequate methods application. In conclusion, readers are referred 
to books and journals combining SNA and criminology as well as to software suitable to 
carry out SNA.
Key words: social network analysis; network models; criminal networks; covert networks; 
organized crime

In recent years, there has been a huge influx of interest in networks in basically every 
scientific field and also in our everyday language. Networks are now studied in such vari-
ous fields as computer science, physics, biology, and social sciences such as economics 
and sociology (Newman, 2010). Some researchers even speak of a brand new field of 
study – network science (Robins, 2015). In social sciences, the term network has been 
connected to globalisation, social media, and more generally to a fundamentally new 

1 The preparation of this journal article was supported by the Charles University funding scheme Pro-
gres Q15.
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form of social organization. Networks are supposed to be fluid, flexible, dynamic, global, 
and omnipresent, yet it is often not clear, what exactly these networks are, how they are 
defined or how should we think about them. Amidst the “network revolution” the term 
network has been used so widely, that it could be considered a buzzword. Even though 
there have been earlier attempts to marry network perspective with criminology and 
criminal intelligence (Krebs, 2002; Sparrow, 1991), some researchers argue that crimi-
nology might have been left a little bit behind this network trend (Papachristos, 2014). 
However, the network perspective has much to offer for criminology and especially for 
the study of organized crime. This paper introduces the network thinking into the crimi-
nological research and points out potential benefits of this synthesis. 

It is important to clarify what is meant by networks here. The concept of network may 
be rather broad. The network is defined here as a set of actors and a relation among them, 
indicated by a collection of dyadic ties (see Figure 1). This is a definition commonly used 
in social network analysis (SNA). And since all the forms of organisation are based on 
human interactions and relations, they can be subsumed under networks (Carrington, 
2011; von Lampe, 2009). Within this conceptualization, networks capture “the least com-
mon denominator” of organized crime – human relations (McIlwain, 1999). Networks in 
this sense are thus an instrument which can capture any hypothetical form the organized 
crime can take – be it hierarchy, market or ethnic communities (Le, 2012). Social net-
work analysis methods can then empirically describe and test to which extent they are 
hierarchical or decentralized, stable of fluid, or in general – how they are structured or in 
other words, how are they organized. After all, this is a major question in the whole field 
of organized crime studies (von Lampe, 2009).

Figure 1: A graph of a network with nodes (points) and edges (lines)
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Criminal networks are special cases of so-called covert networks2. The underlying 
assumption is that covert networks are defined by the need of actors involved in them to 
remain concealed (Oliver, Crossley, Everett, Edwards, & Koskinen, 2014). Such an envi-
ronment and context, where it is principal to hide, modifies interactions and relations 
(Morselli, 2009: 8). The focal point of studying criminal networks is first trying to deter-
mine how interactions and relations among a group of offenders intertwine and build up 
to create a network, and then analyse this with the use of SNA. In this paper, we introduce 
the most important concepts in SNA, from the basic terminology, through descriptive 
measures of networks to advanced network models. We will also illustrate criminological 
applications of these concepts.

Basic terminology

We define network as a set of nodes and ties3 among them (Borgatti, Everett, & John-
son, 2013; Hanneman & Riddle, 2005; Wasserman & Faust, 1994)4. Nodes can represent 
any entity, but in social sciences, they usually represent social actors. Specifically, in the 
study of organized crime, nodes represent offenders such as traffickers, terrorists, gang 
members etc. Nodes can carry various attributes, for example they may have different gen-
ders (binary attribute), possess different skills (categorical attribute), have different at-
titudes towards various things (ordinal attribute) or be of different wealth (continuous 
attribute). Ties are what connect them; the collection of all ties between the nodes in the 
node set defines the relation. This definition encompasses a broad range of phenomena. 
Relations may be either undirected or directed. Undirected relations are by definition 
mutual such as being at the same place at the same time (co-attendance), being members 
of the same organization (co-membership) or sharing a background (e.g. being university 
classmates or relatives). Directed relations allow for specifying from which node to which 
other the tie goes. These often represent flows of resources (e.g., money or drugs) or com-
munication (e.g., who calls whom). Generally, in cases of one actor sending a tie to an-
other and the other potentially sending or not sending it back (so-called reciprocity), the 
ties are defined as directed, whereas in cases the reciprocity is “automatic”, ties should be 
defined as undirected. In addition to directionality, ties may also vary in their strength or 
value. The simplest case is a network of binary ties, where a tie is either present or absent. 
Like other variables, tie variables can be dichotomous (the simplest case just mentioned), 
ordinal, discrete, or continuous. An important distinction further is between positive 
(friendship) and negative (enmity) relations. All these distinctions have implications for 

2 For a deeper discussion on the relation of covertness and legality of various networks, see (Milward & 
Raab, 2006)we try to understand and interpret why and how dark networks manage to survive despite 
massive control efforts by nation states, thus demonstrating a high degree of resilience. We approach 
this question from an organizational perspective looking at the (organizational.

3 The term “node” is interchangeable with the term “vertex” and in social sciences with the term “actor” 
(in the cases where nodes represent actors). Similarly, the term “tie” is sometimes interchanged with 
the term “edge” or “arc” (arc refers to a directed tie).

4 There are many more network concepts and measures than those described here. For further refer-
ence, see the introductory text by Borgatti, Everett, & Johnson (2013) or an intermediary book by 
(Robins, 2015).
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which methods to use and how. Most methods have been developed for relations with 
dichotomous tie variables. All these aspects of network can be visually represented in 
network graphs. These visualizations are also known as sociograms and they have been 
invented by Jacob L. Moreno (1934), the father of sociometry – a precursor to SNA. 

The information on criminals and ties among them is based on the available data. Col-
lecting the data can be a daunting task as observing a group of people who by definition 
try to avoid any detection excludes usual ways of collecting data in social sciences. There-
fore, we usually analyse secondary data on criminal networks. This data may come, for 
example, from police investigation and surveillance, trial testimonies, court documents, 
archives, other research or from media reports. All these sources have different liabilities 
and advantages – police data may not be accessible, testimonies may be purposefully 
distorted by defendants, archival data may be incomplete and media reports may have 
questionable validity. What is important is to be wary of the shortcomings of the data we 
use and be as careful as possible with their procession and analysis. We will come back to 
the issue of data in this field in the last part of this paper. 

Centrality measures5

Centrality measures are probably the most well-known and the most widely used con-
cept within the SNA (Morselli, 2009: 38). Centrality measures are a set of methods which 
are used to identify the most prominent nodes in the network (Freeman, 1978). This is 
obviously very important in the context of criminal network analysis, as the most cen-
tral actors are suitable targets for monitoring and subsequent disruption of the network, 

5 Overview of centrality measures can be found in a paper by (Borgatti, 2005).

Figure 2: An example network with 6 nodes with a binary attribute displayed with different colors and 
shapes (white squares = female, grey circles = male) and 7 directed weighted ties among them (the B to 
D tie is reciprocated, i.e., goes in both directions) 
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which is of great interest for law enforcement (Sparrow, 1991). Furthermore, organizing 
activities of central actors often explain the organization of the whole group, its ability to 
adapt to a changing environment, profit or survive in the face of disruption (Bright et al., 
2012; Morselli, 2009; Oliver et al., 2014). There are tens of different centrality measures 
and while it is by far not necessary to compute all of them, it is also never redundant to 
compute more than one. Even though they relate to the same concept (that is the rela-
tive importance of a node within a network), each of them approaches this concept from 
a different angle and thus they are complimentary to each other. Here, we will take a look 
at just two of these measures, which are arguably the most important and also the most 
frequently used; degree and betweenness. 

Degree captures the simplest intuitive notion of an important actor  – it is such 
a node, which has the most ties to other nodes. The high number of direct contacts al-
lows such an actor to access a lot of information and potentially exercise direct control 
over adjacent actors in the network. Formally, the degree of a node is the sum of its ties. 
In directed networks, we can distinguish two kinds of degree – indegree and outdegree. 
Whereas indegree refers to the number of incoming ties (directed towards the node), 
outdegree refers to the number of outgoing ties (directed from the node). In valued 
networks, not only the plain number of ties can be computed, but also the sum of their 
values, so that degree tells us for example how many times has a particular node met 
with others or how much money has he or she received. In Figure 2, B is the node with 
the highest degree. 

The centrality measure called betweenness defines important nodes from a different 
point of view than degree. Central actors in terms of betweenness are those, who stand 
between other nodes in the network. Between each pair of nodes within the network, if 
there is a sequence of connected nodes between them, we can find the shortest sequence 
known as the geodesic path. For example, between nodes A and F in the Figure 3, there 
are numerous paths leading from one to the other. However, only the path through nodes 
I and H is the shortest (of length 3) making it the geodesic path between A and F. The 
betweenness of a node then is the proportion of geodesic paths between all pairs of nodes 
in the network that pass through this node. Betweenness is very important for relations 
that have to do with communication or other processes where indirect connectedness 
is important while long geodesic distances are costly, because then high betweenness 
means having an important position through which much of the flows will pass. Actors 
with high betweenness scores are sometimes coined as brokers or gatekeepers – they 
bridge connection to others in the network and control flows of, for instance, informa-
tion, goods, in the network. In the network in Figure 3, the node with the highest be-
tweenness is I, whereas A has the highest degree. Brokers may also be crucial for keeping 
the network connected (Morselli & Roy, 2008).

In some networks degree and betweenness are highly correlated, that is, nodes 
which have high score in one measure tend to have high score in the other as well. 
However, this is not necessary – criminal networks in particular are often exceptions to 
this pattern. Having a high degree may have a significant drawback in such networks, 
because a high number of ties means a high number of interactions and therefore high 
visibility which in turn leads to higher chance of being detected – which the actors 
in criminal networks obviously try to avoid. Some actors may act in such a way that 
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they try to minimize redundant connections, but compensate for it by assuming key 
brokerage positions, which allows them to retain control of the most important infor-
mation, resources, and co-offenders in the network, while being less visible and thus 
susceptible to detection. This is called strategic positioning (Morselli, 2010). In the case 
of having high scores in both degree and betweenness, the vulnerability connected with 
high degree may outweigh the advantages of betweenness (Morselli, 2009). Strategi-
cally positioned actors have been observed for example in networks of drug trafficking 
operations of the Hells Angels gang (ibid.), an Australian drug trafficking network 
(Bright, Greenhill, Ritter, & Morselli, 2015), or Calabrian N’dranghetta’s cocaine deal-
ing activities (Calderoni, 2012). However, in some other cases where it was studied, this 
phenomenon has not been present, such as in the case of political corruption (Diviák, 
Dijkstra, & Snijders, 2017) or in another case of drug trafficking network (Hofmann & 
Gallupe, 2015). These results suggest that while strategic positioning is not universal, 
it is worth paying attention to it.

A closely related topic to the centrality of actors is the problem of criminal network 
disruption. Since the law enforcement usually has only limited resources for disrupt-
ing criminal networks, it needs to allocate them as efficiently as possible. Disruption is 
a state of a network, in which it can no longer serve the purpose it was designed to serve 
(Carley, Lee, & Krackhardt, 2002; Bright, 2015). In a disrupted network, resources and in-
formation are unable to flow properly and actors involved in them cannot communicate 
smoothly and reach a consensus (Carley, Lee, & Krackhardt, 2002). Central nodes within 
the network, and brokers particularly, have been proven to be suitable targets for such an 
efficient disruption, as in both simulation and longitudinal studies, removal of a central 
node caused the most damage to the network in comparison to random node removal or 
removal based on attributes of nodes (such as possession of skills and resources; Bright, 
2015). This fact has been demonstrated in number of empirical studies – in the case of 

Figure 3: An example network
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a hacker network (Décary-Hétu & Dupont, 2012), terrorist, drug trafficking, and gang 
networks (Xu & Chen, 2008), and ringing operations network (Morselli & Roy, 2008). 
This area of research is very vivid and more research is being done, particularly in relation 
to network dynamics and their ability to recover from disruption (Bright, 2015; Duijn, 
Kashirin, & Sloot, 2014).

Cohesion measures

Whereas centrality measures focus on individual nodes within the network, cohesion 
measures focus on the network as a whole. Specifically, cohesion measures indicate how 
well connected or cohesive (hence the name) the whole network is. In more cohesive net-
works, information and resources flow easily, goals can be reached effectively, infiltration 
and disruption may be more difficult, and norms and identity among the nodes tend to 
be similar (Borgatti, Everett, & Johnson, 2013: 181; McGloin & Kirk, 2010). Much like 
in the case of centrality, there are different ways of expressing cohesiveness of a network 
which are mutually complimentary. Here, we will introduce measures which are based 
on the number of ties within the network, on the spread of the ties within the network, 
and on the distance among the nodes.

The intuitive image of a cohesive network is a network in which nodes are well con-
nected to each other. Density is a measure which captures this. It is a proportion of ties 
present in the network relative to the maximum number of possible ties in the network 
(that is the number of all pairs of nodes). The result ranges from 0 to 1, where 0 means 
that the network is just composed of all isolated nodes, while 1 means that each node has 
a tie to each other in the network. This implies that density can also be expressed as a per-
centage. The average of the degrees is an alternative measure of cohesion. This contains 

Figure 4: A graph showing the effect of a central node (I) removal
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the same information as the density, because the average degree is the density multiplied 
by the number of nodes minus 1. For most social networks the average degree is a more 
directly interpretable measure than the density, because it is more directly experienced 
by the actors. Density is mostly inversely related to the network size – with an increase of 
the number of nodes, the density tends to decrease (Everton, 2012). 

It is not only the sheer number of ties that matters for cohesiveness of the network, but 
also their spread. In other words, in some cases, ties can be concentrated around a few 
very central nodes and in other cases, ties may be evenly spread among all the nodes. 
This is captured by measures called centralization. Essentially, centralization tells us to 
which extent does a particular network resemble a star network, which is a maximally 
centralized network around one node with ties to all others and no other ties among 
them. If centralization equals 1, it is a star network, while if it equals 0, then each node in 
the network has the same number of ties. Similarly to average degree, we can also use the 
standard deviation of degrees to indicate the spread of ties in the network as an alterna-
tive to centralization (Snijders, 1981).

When we defined the betweenness above, we used a concept of geodesic distance to 
do so. Geodesic distance is the shortest path (the smallest number of ties) between a given 
pair of nodes. In this vein, we can think of a cohesive network as a network with short 
geodesic distances among the nodes. We can then simply characterize a network with an 
average geodesic path length. The smaller this average is, the more cohesive the network 
is in these terms. A measure of variability of geodesic path length is the diameter of the 
network. The diameter is the longest geodesic distance in the network, and indicates how 

Figure 5: A sparse (density = 0.4) and a dense (density = 0.8) network with 6 nodes

Figure 6: A circle network and a star network
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many steps a piece of information or a resource needs for traveling between the two most 
remote nodes in the network. 

Greater cohesion of the network initially increases its flexibility and the potential for 
interaction of its actors. However, beyond a certain point, increased cohesion may stifle 
these advantages (Everton, 2012). This is because both extreme sparsity and extreme den-
sity are disadvantageous. On the one hand, very low density leads to insufficient coopera-
tion, coordination, social control among the actors and thus the inability to reach goals. 
On the other hand, overtly dense network structure leads to too much social control and 
too much similarity among the actors, which hampers their ability to perform complex 
tasks and to adapt to varying conditions. This relates closely to what Morselli, Giguére, 
and Petit (2007) called the efficiency/security trade-off. They argue that “criminal net-
work participants face a consistent trade-off between organizing for efficiency or security” 
(ibid.: 143). Efficiency indicates that participants in criminal networks interact and com-
municate with each other frequently by having a lot of ties. But as we have already shown 
on the strategic positioning, a lot of ties come at a price of being easily detectible and thus 
vulnerable, undermining the security of the network. If criminals opt for more secure 
communication design with a lower number ties instead, their ability to efficiently coordi-
nate the whole network decreases. According to Morselli and colleagues (2007), the goal 
determines whether a network will be structured efficiently or securely. Ideologically driv-
en networks (terrorists) are supposed to be particular at assuring security, as they operate 
within long time frames preparing to carry out one carefully planned action (typically an 
attack). To achieve this, they have to remain as secure as possible. The efficiency is a fea-
ture of networks driven by financial profit, such as smugglers, traffickers or drug dealers, 
who operate within short time frames in order to generate profit and thus need numerous 
ties. This idea challenges the very basic assumption of the field of criminal networks – the 
primary emphasis on security and covertness of actors within these networks. Testing 
this hypothesis empirically is currently one of the focal points in the field (Wood, 2017).

Subgroups detection6

One common feature of networks created by human actors is the tendency of actors 
to create smaller groups which are usually more cohesive (i.e., dense) than the overall 
network (Newman & Park, 2003). This tendency is called clustering. Within such sub-
groups actors are more likely to share norms, values, resources, and thus actors involved 
in them are strongly influenced by other members of their subgroup (Borgatti et al., 2013: 
181). In criminal networks, subgroups might represent closely cooperating task groups. 
As with the centrality measures, there are numerous ways to detect subgroups and more 
and more are being developed7. Here, we will take a look at the most frequently used 
ones; cliques and factions.

6 Other terms, such as “cohesive subgroups”, “clusters” or “communities”, are used to label this type of 
sets of nodes within the network. Since the term “community” has other meanings across social sci-
ences, “clusters” may create confusion with cluster analysis and for clarity purposes, we will simply 
talk about “subgroups” here. 

7 An elaborated and more technical review of these methods was provided by (Fortunato, 2010).
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Cliques are formally defined as maximal complete subgraphs. This means that 
a clique is a group in which all nodes have ties to each other, but there is no other node 
that also has ties to all nodes in this group. Thus, the density within each clique equals 
1, as all the ties which can be there are by definition present. The minimal number of 
nodes considered is usually three. One important property of cliques is that they can 
overlap, which means that one node can belong to multiple cliques. This way, cliques 
stack onto one another resulting in the overall structure of the network (Borgatti et al., 
2013) . The definition of cliques implies that in most usual networks, clique sizes are 
rather small, e.g., going up to four or five nodes. However, if we imagine a subgroup of 
seven actors, where everyone has ties to everyone else with the sole exception of one 
null dyad (a pair of actors with no tie between them), it is not a clique, but it still is 
considerably cohesive (density = 0.98). For this reason, alternative concepts have been 
proposed. One such alternative is a subgroup called k-plex. A k-plex, for a given value 
of k, is a group in which each node is connected to all other nodes except perhaps 
a subset of at most k nodes. So, in our earlier example, a group of seven actors with one 
null dyad is a 1-plex of size 7. 

A different and more computationally complex approach to subgroups detection is 
represented by algorithms for detecting so-called factions8. The main idea is that a net-
work can be partitioned to subgroups, which internally contain as many ties as possible 
(so, ideally they are cliques) while between them in contrast, there as few ties as possible. 
It is up to researcher to determine the number of subgroups to be found this way and 
frequently, it is useful to try different numbers and compare the results. There are differ-
ent algorithms and their description is beyond this introductory paper, but all of them 
essentially rearrange the ties in the network into a predetermined number of subgroups 
so that the above mentioned criteria of internal density and external sparsity are fulfilled 
the best way possible. Afterwards, in order to check whether this partition is any good, 
the partition is compared (e.g., using correlation coefficient) to an ideal one with the 
same number of subgroups. This is important as the algorithm always produces some 
solution, no matter how bad it is and no matter if there actually are any subgroups or 
not (such as in very dense networks). Unlike cliques or k-plexes, factions are mutually 
exclusive, which means they do not overlap.

The role of subgroups has also been investigated in criminal networks. An influential 
idea was proposed by (Sageman, 2004) who postulated that jihadist terrorist networks 
(Al-Quaeda particularly) are organized into what he called a “cell-structure”. Basically, 
the terrorist networks are supposed to be built up from small clique-like subgroups, with 
only very sparse interconnections between these subgroups. This is a result of a pur-
poseful design, where these small cells allow for carrying out complex tasks, but they 
also allow for remaining secure from infiltration as within these groups, everyone knows 
everyone else. Although this idea needs to be empirically tested, some other studies have 
shown this structure in other networks. An example is the study of British suffragette 
network, which became more cell structured with their engagement in militant activi-

8 In statistical physics or computer science literature on networks, the term community is used for these 
methods instead.
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ties (Crossley, Edwards, Harries, & Stevenson, 2012). In other studies using the factions 
approach, subgroups were found to be an important structural feature in Russian mafia 
outpost in Italy (Varese, 2012) or in Calabrian N’dranghetta, where they corresponded 
with formal organisation units called “locali” or their unions (Calderoni, Brunetto, & 
Piccardi, 2017). A sparse subgroup of brokers with high betweenness was identified as 
crucial for distribution of illegal steroids among other subgroups of professional athletes 
(Athey & Bouchard, 2013).

Figure 7: A network with 3 cliques – one contains four nodes (E, F, G, H), two contain three nodes (A, 
B, C and D, E, G)

Figure 8: A network with 3 identified factions distinguished with different colors of nodes
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Statistical models of networks

Methods we have introduced so far are descriptive measures for the whole structure, 
substructures, and individual nodes in networks. However, there is also a large set of 
methods which go beyond description. These network models allow for capturing ir-
regularities in human behaviour and action, assessing the influence of randomness on 
network structures, testing various hypotheses on processes and mechanisms which form 
social networks, and for simplifying some highly complex network structures (Robins, 
Pattison, Kalish, & Lusher, 2007). The development of these models have been vigor-
ous in recent years (Snijders, 2011) and researchers of criminal networks may greatly 
benefit from this development in order to provide more empirically based explanations 
of organized crime. Nevertheless, there is a huge gap between descriptive measures and 
models of networks, which require nontrivial knowledge of statistics and which are both 
conceptually and computationally more elaborated. Hence, the following section only 
briefly introduces the most frequently used models, their principles and criminological 
applications9.

An immediate question may arise – why should we not just apply standard statistical 
models we use regularly in social sciences (e.g., various general linear models)? There are 
two main reasons why standard statistical models are not sufficient to model networks. 
The first reason is the violation of the assumption of independence of observations. This 
is a basic assumption of standard statistics, but it is by definition violated with network 
data – after all, networks are all about interdependencies of nodes. For instance, if we 
remove a node from a network, its removal also changes centralities of other nodes in the 
network. The second reason is the requirement of random sampling. In network analysis, 
we do not usually work with random samples drawn from a population. Instead, we are 
typically dealing with case studies of a few networks or even just one. However, inference 
may still be useful in such cases – we are just not trying to infer about a population of 
networks, but rather aim for inferences about certain mechanisms or processes in our 
studied cases (Snijders, 2011).

The simplest way to handle these difficulties is to accommodate regular statistical tools 
for inference to non-independent data. Methods for computation of effects remain the 
same (e.g., correlation or regression), we only use different way to estimate statistical 
significance. This is what the quadratic assignment procedure (QAP) does. QAP works 
like permutation tests – it “reshuffles” randomly the labels of nodes in the network many 
times (usually from one to ten thousand times), which yields a distribution of possible 
outcomes (say, a correlation between the degree of nodes and their age). If there is just 
a small fraction of such randomly obtained results which are equal or more extreme than 
our empirical correlation (5% is equivalent to the p-value of 0.05), we deem the result 
unlikely to just be a result of chance and therefore we consider it significant10. QAP based 
regression models may be useful, especially in modelling valued networks (Campana, 

9 A very accessible brief overview can be found in respective chapter of Borgatti et al. (2013). More 
detailed overview of statistical models of social networks with technical details is provided by Snijders 
(2011).

10 Detailed, yet very clear description of the whole procedure is given in Borgatti et al. (2013: 126–133) 
or in Robins (2015: 190).
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2016). An example of application of QAP multiple regression is given by (Campana & 
Varese, 2013), who studied the impact of kinship ties and violence on cooperation among 
Mafiosi from Russian and Neapolitan mafia groups. They found that both these factors 
enforce cooperation, though the effect of violence is much stronger than the effect of 
kinship. Another proof of usefulness of QAP is a study by (Grund & Densley, 2012), who 
found that ethnically similar gang members tend to commit similar types of offences.

Models using the QAP deal with the network structure by accounting for it with dif-
ferent way of estimating statistical significance. However, the structure itself plays little 
role as it is not explicitly modelled. We introduce three broader sets of models, which 
all explicitly model the structure of the network rather than merely control for it. These 
sets of models are blockmodels, exponential random graph models, and stochastic actor-
oriented models. 

In networks, two nodes may have ties of the same strength to the same nodes. If we 
would swap such nodes, the structure of the network wouldn’t change. We say that these 
two nodes are structurally equivalent (Lorrain & White, 1971)11. The principal idea be-
hind blockmodels is that it is possible to reduce the network structure to mutually ex-
clusive sets of equivalent nodes (called positions) and ties among them (called roles; 
Diviák, 2017; Doreian, Batagelj, & Ferligoj, 2004). Blocks are pairs of positions and ties 
between them – this way, we do not only model subsets of nodes (like in the subgroup 
detection), but also relations among them and thus the structure as well. This reduction 
yields a simplified picture of the network, which captures its essential features. Since 
exact structural equivalence is rare in empirical networks, in practice, we usually mea-
sure the extent of (dis)similarity of ties between each pair of nodes within the network 
and subsequently, we apply one of many blockmodelling algorithms. These algorithms 
are in essence akin to what is known from standard statistics as cluster analysis or clas-
sification12. They partition the network into positions, within which nodes are similar 
to each other and between these positions, nodes are dissimilar. Subsequently, the qual-
ity of the resulting partitioning (that is the extent of internal homogeneity and external 
heterogeneity of positions) is assessed with so-called measures of adequacy. The entire 
procedure of blockmodelling can be done in two general ways. One way is exploratory, 
which is much like for example in hierarchical cluster analysis, where we try numerous 
different partitions and algorithms trying to come up with a meaningfully interpretable 
solution. The other way is confirmatory, where an analogy can be made with latent class 
analysis, where we start with a theory about how a network should be partitioned and 
then we investigate, whether this theoretical blockmodel fits our empirical data or not. 
To give an example, one very well explored blockmodel is the core/periphery structure 
(Borgatti & Everett, 1999). It consists of two sets of nodes – core and periphery. Core is 
basically a clique – every member has ties to all others. Peripheral nodes have ties only to 
the nodes in the core and no ties within the periphery. In criminal networks, this model 
has been found to capture the structure of the inner circle of the Provisional Irish Re-

11 There are also other, less restrictive, definitions of equivalence, such as regular or stochastic. For the 
sake of simplicity, we will consider only the structural variant here. More on the other definitions can 
be learned in a chapter by (Batagelj, Doreian, & Ferligoj, 2011).

12 As a matter of fact, clustering algorithms may be used for blockmodelling as well with some adjust-
ments (Robins, 2015).
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publican Army, where the core consisted of experienced members and was solidified over 
time (Stevenson & Crossley, 2014). Another case of core/periphery structure was a Czech 
political corruption affair, where politicians formed a dense core and ad hoc cooperated 
with businesspeople to manipulate public contracts (Diviák et al., 2017). 

A different approach to model the network structure is represented by the exponential 
random graphs models (ERGM)13. Instead of grouping nodes on the basis of similarity 
in their ties, ERGMs are based on the idea that network structure is built by overlap-
ping, intertwining, and cumulating of micro network substructures called configurations. 
There are numerous hypothetical configurations which can be modelled, ranging from 
simple ties and reciprocated ties to various forms of triadic closure (see the Figure 10 
below). These configurations represent theoretical mechanisms or processes, for example, 
reciprocated tie represent a tendency of actors to exchange transferred resources in the 
network or triangle represents a tendency of actors to collaborate if they share a com-
mon third collaborator. A contrast between blockmodeling and ERGM is that the former 
may tend to discover large-scale features of the groups, defined by large subsets of nodes, 
whereas the configurations in the ERGM are of a local nature. Roughly, ERGMs work in 
a way similar as logistic regression (Grund & Densley, 2014) – predicting the empirical 
network based on the presence of ties patterned in configurations. If a resulting param-
eter is significant and positive, it means that the corresponding configuration is present 
more than just by a chance in the network and if the parameter is significantly negative, 
then the corresponding configuration is present less than we would expect randomly. 
A theoretically interesting benefit of ERGMs is the fact, that they can disentangle the 
network structure by separating the influence of competing mechanisms (represented by 
configurations) which may work simultaneously. We may for example have a drug distri-
bution network, which is descriptively highly centralized, but when we fit an ERGM with 
a star parameter (representing activity of actors) and a triangle parameter (representing 
closure, i.e., the tendency of two distributors to collaborate if they share a common third 
collaborator), we may get a result with insignificant star parameter and significant tri-
angle parameter suggesting that the observed centralization is not the effect of frequent 

13 A comprehensive and detailed account for ERGMs is given in a book by Lusher, Koskinen, and Robins 
(2013).

Figure 9: A core/periphery structured network (core is composed of the square of nodes in the middle) 
and its blocked image graph. Note that the image graph, unlike directly observed networks, contains 
a self-loop for the core, indicating that it is a cohesive subset, with many ties within the group.
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activity of particular individuals, but rather, it is a result of working together in closed 
structures (e.g., in order to keep each other “in check”), which happen to frequently in-
clude particular actors resulting in centralization. ERGMs have been used to show that 
co-offenders in a street gang are more likely to commit illicit behaviour if they share an 
ethnic background and even more so, when the tendency towards closure among ethni-
cally homogenous gang members is taken into account (Grund & Densley, 2014). An-
other example is a study of prohibition era Chicago organized crime scene by (Smith & 
Papachristos, 2016), who found strong effects of both legitimate (e.g., business) and per-
sonal (e.g., kinship) ties on criminal activity. Helfstein and Wright (2011) applied ERGMs 
to test two competing theories about the structure of terrorist networks and found sup-
port for neither of them – modelled networks displayed no tendencies towards heavily 
centralized structures as well as no tendencies towards open non-redundant structures. 
Instead, they all exhibited strong tendencies towards decentralization and triadic closure. 
No matter how powerful ERGMs are, they are so far implemented mainly for binary 
networks. Also, their estimation may be rather lengthy due to simulations used for esti-
mating significance of parameters. 

All the models we have introduced so far treat the network structure as static. How-
ever, networks are dynamic and change over time. A dynamic network is a network with 
the same set of nodes measured over multiple periods of time. This allows for tracking the 
change of the network over time. The question is whether such changes (typically, a cre-
ation or dissolution of a tie) are an outcome of random fluctuation or if they are driven 
by some process. Stochastic actor-oriented models (SAOM14; Snijders, van de Bunt, & 
Steglich, 2010) have been developed as a tool to model changes in the network over time. 

14 These models are sometimes referred to as SIENA (Simulation Investigation of Empirical Network 
Analysis) models due to the name of the software they were first implemented in. 

Figure 10: Some basic ERGM network configurations (from left to right) – tie, 2-path, triangle, and 
3-star

Figure 11: A dynamic network at three time points (from left to right) t1, t2, and t3
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SAOMs are built up on the same underlying principle as ERGMs – network structure is 
modelled from configurations representing theoretical mechanisms/processes. Changes 
between two successive time points are decomposed into microsteps – each actor is given 
an option to create or remove a tie. The probability of an actor creating or dropping a tie 
is then modelled in a similar way as in ERGMs. SAOMs have been for example applied 
to show how a drug trafficking network evolves over time towards closed triangles to 
facilitate trust and simultaneously towards longer distances to assure security (Bright, 
Malm, Koskinen, & O’Connor, 2014).

Challenges for criminal network analysis

There are three challenges, which every researcher in the field of criminal network 
analysis as well as the field as a whole has to face (Morselli, 2014). The three challenges 
are data, methods, and theories. These challenges sometimes constrain the research to 
some extent on one hand, but on the other hand, finding solutions to these problems may 
help the development of this area of research and our understanding of organized crime.

The problem of data availability and validity is a severe one. In network context, this 
becomes especially problematic, because one Achilles’ heel of the whole approach is its 
sensitivity to missing data. This is especially problematic for covert networks. If we miss 
important actors (such as brokers), the picture of the network may alter drastically and 
as a result, we will draw invalid conclusions from our analysis. Similarly, if we miss im-
portant ties (such as a bridge connecting two otherwise unconnected segments of the 
network), we may incorrectly deduce that there are two unconnected groups which have 
no way how to cooperate. It is therefore important to consider the validity, reliability, and 
quality of possible data sources. Bright and colleagues (2012) compared five different data 
sources – offender databases, transcripts of physical or electronic surveillance, summa-
ries of police interrogation, transcripts of court proceedings and online or print media. 
With the exception of online or print media, all these sources are not usually publicly or 
freely accessible. But even if they are, they are not flawless – some offenders might have 
not yet been caught and thus they are not in the databases, criminals may limit their com-
munication using cover language (e.g., nicknames) and not mention crucial information 
in their phone calls, and during interrogation or trials offenders may lie or hold up infor-
mation to avoid sentencing. While the media-based sources may be freely available, extra 
caution needs to be taken in order assure data validity. In highly attractive cases (e.g., 
with the involvement of politicians or other public figures), media coverage may create 
a spotlight effect and concentrate their reports disproportionately on the well-known 
offenders. This concentration as a result may lead to a centralized network structure, but 
the reality may be very different and, again, incorrect conclusions may be drawn. While 
this spotlight effect can be assessed in modelling (as shown by Smith & Papachristos, 
2016), there is no specific way how to deal with it. General advice is to process the data as 
carefully as possible. This can be helped by content analysis of the sources (van der Hulst, 
2009), which allows for transparent coding, recoding, and comparisons of categories. 
Suspicious as well as solid information may become more visible and the reliability of the 
procedure can be checked by another independent coder. 
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Regarding the second challenge, the use of methods, there are two possible ways of 
improvement of the analytical tools at our disposal. One way is the use of statistical 
modelling of networks, the other is qualitative analysis as a complement to the SNA. 
We have briefly covered the basics of statistical modelling of networks and underlined 
its usefulness and potential for the field of criminal network analysis, which has been 
predominantly descriptive so far. Mixed methods approach, where various qualitative 
analysis methods accompany SNA, has also been recently discussed as a way to improve 
the way we study networks (Bellotti, 2014; Domínguez & Hollstein, 2014). The mixed 
methods approach is potentially fruitful especially when details can be obtained, from 
the actors themselves, from well-placed informants, or from intelligence sources on how 
actors themselves perceive, plan, and reflect their network positions and attributes (Holl-
stein, 2014). We have talked about strategic positioning from network point of view, but 
the question is how actors experience such situation (do they really think about reducing 
redundant connections or are they just trying to not “go too far”?). Furthermore, combin-
ing qualitative findings (e.g., from interviews or an ethnographic study) with quantitative 
results of SNA may either corroborate our results, fill in some gaps or we may even come 
to a contradiction. Imagine a situation where we are studying networks of mobile phone 
communication of a criminal group at two points of time. With SNA alone, we may come 
to a result that at the first time point, the structure was dense and centralized, while in 
following time point, it changed drastically and became sparse and decentralized. We 
may conclude that such a change was caused by a lot of actors deciding to terminate 
their criminal activity in fear of being arrested amidst of ongoing investigation. However, 
a qualitative analysis of interrogation records or maybe a participant observation may 
reveal, that it was not the case – the participants just shifted their communication from 
mobile phones to face-to-face. Thus, mixed methods provides better understanding of 
the phenomena we study as it brings more insight into the context and meaning of what 
is going on in the networks we describe formally (Stevenson & Crossley, 2014). The dif-
ficulty with mixed methods studies is the fact that they are very demanding in terms of 
time, money, and skills of researchers (Hollstein, 2014).

The last challenge for network criminology is the theory-building. There are some 
researchers, who deem the whole field to be rather devoid of theory or primarily driven 
by data rather than theory (Bright et al., 2012; Carrington, 2011; van der Hulst, 2011). 
A proper theory should start with the individual action as the individual level is the locus 
of intentionality (Coleman, 1990; Robins, 2009). While the SNA is all about structures of 
interactions, they are necessarily based in the individual interaction and relations with 
others. One relatively new approach to theorizing about social world is analytical so-
ciology (Hedström, 2005; Hedström & Bearman, 2011). Analytical sociology seeks to 
explain how social structures (in our case, criminal networks) are brought about by in-
dividual action and interaction (e.g., cooperation on a criminal task). It emphasizes that 
social scientists should look for mechanisms in order to formulate useful explanations 
of social phenomena. “Mechanism approach is that we explain a social phenomenon by 
referring to a constellation of entities and activities, typically actors and their actions, 
that are linked to one another in such a way that they regularly bring about the type of 
phenomenon we seek to explain.” (Hedström, 2005: 2). As we can see from this definition, 
analytical sociology is often concerned with actors and their relations similarly to SNA. 
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There is a synergy which could be explored further and help network criminologists in 
theoretical explanations of organized crime.

Conclusion

We have introduced basic concepts and descriptive measures of SNA together with 
more advanced models of networks and we have illustrated this with various criminologi-
cal applications. We have also foreshadowed three big challenges for criminal network 
analysis. In case it motivates for reading further, there have recently been books with 
studies employing SNA in criminological research. Accessible showcase of a few studies 
and a reflection of network criminology is given by (Morselli, 2009) in his Inside Crimi-
nal Networks. Intermediary readers may find more examples in compilations Crime and 
Networks (Morselli, 2014a), Illuminating Dark Networks (Gerdes, 2015) and Disrupting 
Criminal Networks (Bichler & Malm, 2015). Cutting edge network papers with crimi-
nological background are occasionally published in the Social Networks journal (with 
a recent special issue on criminal networks) and conversely, some criminological journals 
occasionally publish papers which use SNA, notably Trends in Organized Crime (special 
issue in 2009) and Global Crime (special issue in 2013). In case readers are not only mo-
tivated to further reading, but also for conducting SNA on their own, there is specialised 
software, which provides the tools for both visualization and analysis of networks. UCI-
NET (Borgatti, Everett, & Freeman, 2002) is relatively user friendly and is accompanied 
by an introductory book (Borgatti et al., 2013) and an online textbook (Hanneman & 
Riddle, 2005), there is also Pajek (Batagelj & Mrvar, 1996) with slightly different func-
tionalities and a nice book (Mrvar, de Nooy, & Batagelj, 2005), and for those familiar with 
the R statistical environment, there is a package called statnet (Handcock, Hunter, Butts, 
Goodreau, & Morris, 2003) with a hands-on introduction (Luke, 2015). 

Even though the study of criminal networks is in its infancy, its future seems to be 
promising. This field of inquiry has been steadily cumulating findings from case studies, 
which have already led to discoveries of some common patterns in criminal networks. 
This effort may be further supported by the adoption of more sophisticated methods and 
more profound theories, both of which are being vividly developed in related areas of so-
cial sciences. In return, network criminologists offer an uncharted territory with unique 
research problems which may stimulate new theoretical and methodological endeavour. 
Lastly, organized crime is a phenomenon with great implications for policy-making and 
interventions. The network approach can contribute to make these policies and interven-
tions more evidence-based. 
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