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ABSTRACT
In this survey paper, we will summarise some of the more and less known results
on the generalisation of the Easton theorem in the context of large cardinals. In
particular, we will consider inaccessible, Mahlo, weakly compact, Ramsey, measur-
able, strong,Woodin, and supercompact cardinals. The paper concludeswith a result
from the opposite end of the spectrum: namely, how to kill all large cardinals in the
universe.
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1. Introduction

One of the questionswhich stood at the birth of set theory as amathematical discipline
concerns the size of real numbersR. Cantor conjectured that there is no subset of the real
line whose cardinality is strictly between the size of the set of natural numbers and the
size of all real numbers. With the axiom of choice, this is equivalent to saying that the
size of R is the least possible in the aleph hierarchy:

The Continuum Hypothesis, CH: |R| = 2ℵ0 = ℵ1.
Hilbert included this problem in 1900 as the number one question on his influential list
of 23 open problems in mathematics.

It is well known now that CH is independent of the axioms of ZFC.1 First Gödel showed
in 1930s that CH is consistent with ZFC (using the constructible universe L), and then in
1960s Cohen showed that ¬CH is consistent with ZFC (with forcing). Regarding Cohen’s
result, one naturally inquires howmuch CH can fail in Cohen’s model; it is a witness to the
remarkable utility of themethod of forcing that virtually the same proof gives the greatest
possible variety of results: in principle,

(*) if κ is any cardinal with uncountable cofinality, then 2ℵ0 = κ is consistent.
There is a small issue how to express (*) properly. We can view (*) as a statement

about consistency of a theory, in which case κ should either be a parameter or should be
definable in ZFC,2 or (*) can be taken as a statement about pairs of models of ZFC. It is the
latter approach which is more useful and general:

1 If ZFC is consistent, which we will assume throughout the paper.
2 E.g. ℵω+3, ℵω1

, or the first weakly inaccessible cardinal (if there is one).
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Theorem 1.1 (Cohen, Solovay). Let κ be a cardinal with uncountable cofinality in V ,
and assume κω = κ in V . Then there is a cofinality-preserving extension V [G] of V such
that V [G] ⊧ (2ℵ0 = κ).

Easton [9] generalised this result to all regular cardinals. Let us write Card for the
class of cardinals and Reg for the regular cardinals. Let F be a function from Reg to Card.
Assume further that F satisfies for all κ, λ in Reg:
(i) κ < λ → F(κ) ≤ F(λ).
(ii) κ < cf(F(κ)).

Let us call such an F an Easton function. We say that an Easton function F is realised in
a model M if Reg = RegM and for all regular κ in M, F(κ) = 2κ .

Theorem1.2 (Easton). AssumeV satisfiesGCH and letF be anEaston function definable
overV . Then there is a definable cofinality-preserving proper-class forcing notionP such that
if G is P-generic, then in V [G],

(∀κ ∈ Reg)(2κ = F(κ)),

i.e. F is realised in V [G].

There are more general statements of Easton’s theorem which remove the restriction
of definability of F. Such generalisations usually require additional assumptions above
ZFC: one can for instance start with an inaccessible cardinal κ and GCH below κ, and set
M = H(κ). Then M is a transitive model of ZFC + GCH. An Easton function F for M
is now an element of H(κ+), and may not be definable over M. Easton’s theorem now
generalizes as follows:3

Theorem 1.3 (Easton, generalised version). Let κ be an inaccessible cardinal and denote
M = Vκ , and let F be an Easton function defined on regular cardinals α < κ. Assume further
that GCH holds below κ. Then there is a cofinality-preserving forcing notion of size κ such
that if G is P-generic over V , then inM[G],4

(∀α ∈ Reg)(2α = F(α)),

i.e. F is realised inM[G].

Easton’s theorem solves the problemof the possible behaviours of the continuum func-
tion on regular cardinals in models of ZFC in full generality. Mathematicians briefly con-
jectured that Easton’s theorem could be extended to all cardinals – including the singular
cardinals. However, Silver soon proved the following limiting theorem which shows that
ZFC controls the continuum function more tightly on singular cardinals:

Theorem 1.4 (Silver). Let κ be a singular strong limit cardinal of uncountable cofinality.
If the set {μ < κ | 2μ = μ+} is stationary in κ, then 2κ = κ+.

SCH, SingularCardinalHypothesis, is aweakening ofGCH and says that if κ is a singular
strong limit cardinal, then 2κ = κ+.5 Silver’s theorem claims that the validity of SCH at a

3 In the rest of the paper, we will not distinguish between these two versions of Easton’s theorem.
4 M[G] is now viewed as a constructible closure of M relative to an additional predicate G.
5 There are more versions of SCH, some of them formulated for all singular cardinals.
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singular strong limit κ is determined by the continuum function on singular strong limit
cardinals below κ: in particular, if SCH holds below κ, it must hold at κ.

Surprisingly, similar restrictions hold for regular cardinals which exhibit some combi-
natorial properties associated to large cardinals (see for instance Lemma 1.17), provided
we wish to preserve these properties while realising an Easton function. Acknowledging
the importance of large cardinals in current set theory, do we have a satisfactory analogue
of Easton’s theorem for extensions of ZFCwith large cardinals? Wewill study this question
in the following sections, defining all necessary notions as we proceed.

Remark 1.5. Due to lack of space, we completely disregard in this paper other possible,
and interesting, generalisations of the Easton theorem: (i) one can for instance study the
effect of former large cardinals on the continuum function (e.g. a regular κ with the tree
property), (ii) consider other cardinal invariants in addition to 2κ (see [6]), and finally
(iii) consider the continuum function on all cardinals. Regarding (iii), as we mentioned
above, there are some analogies between the restrictions valid for singular strong limit
cardinals of uncountable cofinality (Silver’s theorem) and restrictions valid for e.g. mea-
surable cardinals (Lemma 1.17). However, there are also subtle differences which prevent
an easy transfer of the respective results. In particular, in Lemma 1.17, the setA is required
to be in a normal measure, not just stationary, as in Silver’s theorem.

1.1 Large cardinals

We review some of the more basic large cardinals. The cardinals are listed in the in-
creasing order of strength: inaccessible < Mahlo < weakly compact < Ramsey < mea-
surable < strong < strongly compact, supercompact.6 Slightly apart, there is the Woodin
cardinal which in terms of consistency strength is roughly on the level of a strong cardinal,
while it may not be even weakly compact (it is always Mahlo, though).

Proofs of results stated below as facts or mentioned in passing can be found in [14] or
[15].

Definition 1.6. Let κ be a regular uncountable cardinal. We say that κ is inaccessible if
2λ < κ for every λ < κ (this property is called being a strong-limit cardinal).

Note that if GCH holds, then κ is inaccessible if and only if κ is regular and limit cardi-
nal.

A slight strengthening of inaccessibility is Mahloness.

Definition 1.7. We say that an inaccessible cardinal κ is Mahlo if the set of regular car-
dinals below κ is stationary.

Lemma 1.8. If κ is Mahlo, then the set of inaccessible cardinals is stationary below κ.

6 < in this case means both the consistency strength and the provable implication: thus for instance a Mahlo
cardinal has a strictly larger consistency strength than an inaccessible cardinal, and every Mahlo cardinal is
an inaccessible cardinal. It is conjectured that the supercompact and strongly compact cardinals have the
same consistency strength; in terms of the implication, a supercompact cardinal is always strongly compact,
but not conversely.
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Proof. Recall the definition of the functionℶ: ℶ0 = ℵ0, ℶα+1 = 2ℶα , andℶγ = sup{ℶδ | δ <
γ} for γ limit. By the inaccessibility of κ, the set

A = {μ < κ | ℶμ = μ}

is a closed unbounded set of limit cardinals.
We want to show that every closed unbounded set C ⊆ κ contains an inaccessible

cardinals. By the previous paragraph, C ∩ A is a closed unbounded set. By Mahloness,
the set of regular cardinals is stationary, and therefore it must meet C ∩ A. Hence, there
is μ ∈ C ∩ A which is a regular cardinal. By the definition of A, μ is strong-limit and
therefore inaccessible. �

As the next large cardinal after Mahlo cardinal, we review the weakly compact cardi-
nal. There are many equivalent definitions of weak-compactness. The one we give first is
formulated in terms of trees:

Definition 1.9. An inaccessible κ is weakly compact if every κ-tree7 has a cofinal branch.

Note that this definition points to the original motivation for this cardinal: recall that
König’s theorem (that every ω-tree has a cofinal branch) can be used to prove the com-
pactness theorem for the first-order logic. For a stronger logic which allows infinite quan-
tifications, conjunctions and disjunctions, the similar proof goes through if κ is weakly
compact (because the generalisation of König’s theorem holds for κ).

An equivalent definition directly postulates a reflection property. We say that a for-
mula φ in the language of set theory with two types of variables is Π1

1 if it contains at the
beginning a block of universal quantifiers over subsets of the target domain (second-order
variables), followed by the usual first-order quantification over elements of the target do-
main (first-order variables). Thus ∀X∃x(x ∈ X) is true over a structure (M, ∈) if for
every A ⊆ M there is some a ∈ M such that a ∈ A. We write φ(R) to indicate that φ
contains a free second-order variable R (we call R a parameter).

Fact 1.10. The following are equivalent:
(i) κ is weakly compact.
(ii) κ is inaccessible and for every R ⊆ Vκ and every Π1

1 formula φ(R),

(1.1) If (Vκ, ∈,R) ⊧ φ(R), then
(∃α < κ, α inaccessible)(Vα, ∈,Vα ∩ R) ⊧ φ(R ∩ Vα).

Note that we can also view (Vκ, ∈,R) as a first-order structure with a predicate R; if
κ is Mahlo, then the usual Löwenheim-Skolem theorem implies (ii) of Fact 2.10 for all
first-order formulas φ(R). However, to get (ii) for Π1

1 formulas, the usual Löwenheim-
Skolem theorem no longer suffices because now it should be applied over the first-order
structure (Vκ+1,Vκ, ∈,R), and there is no guarantee it will yield a substructure of the
form (Vα+1,Vα, ∈,R ∩ Vα).

Lemma 1.11. Suppose κ is weakly-compact and x is a cofinal subset of κ. If x ∩ α ∈ L
for every α < κ, then x ∈ L.

7 A tree of height κ whose levels have size < κ.
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Proof. Sketch. Suppose x ∉ L. Then there is a Π1
1 sentence φ such that (Vκ, ∈, x) ⊧ φ(x)

if and only if x is not in L. φ contains a second-order quantifier which ranges over all
subsets of κ which code levels of L of size at most κ and says that in no such level of L, x
is constructed.

By weak-compactness, φ is reflected to some α < κ, which gives (Vα, ∈, x ∩ α) ⊧
φ(x ∩ α), which is equivalent to x ∩ α ∉ L, contradicting our initial assumption. �

A weakly compact cardinal has another useful characterisation by means of colour-
ings. If κ is a regular cardinal, then a colouring of two-element subsets of κ by two colours
is a function f ∶ [κ]2 → 2. We say that H ⊆ κ is homogeneous for f if f ↾ [H]2 has size 1.

Fact 1.12. The following are equivalent for an inaccessible κ:
(i) κ is weakly compact.
(ii) Every colouring f ∶ [κ]2 → 2 has a homogeneous set of size κ.

By considering more complex colourings, we can obtain a stronger large cardinal no-
tion:

Definition 1.13. Let κ > ω be an inaccessible cardinal. We say that κ is a Ramsey
cardinal if every colouring f ∶ [κ]<ω → 2 has a homogeneous set of size κ.

By definition, every Ramsey cardinal is weakly compact. Moreover, one can show that
if there is a Ramsey cardinal, then V ≠ L. Thus being Ramsey is a substantial strength-
ening of weak compactness which is compatible with L.

Another cardinal we will mention is the measurable cardinal:

Definition 1.14. We say that an inaccessible κ is measurable if there is a non-principal8
κ-complete9 ultrafilter U on κ. U is often called a measure.

Fact 1.15. The following are equivalent:
(i) κ is measurable.
(ii) There is an elementary embedding10 j ∶ V → M, whereM is a transitive class, j↾κ =

id and j(κ) > κ. (We call κ the critical point of j.)
If (ii) holds, we can find an embedding j′ ∶ V → M′ which in addition satisfies that
κ+ = (κ+)M′ , H(κ+)M′ = H(κ+), andM′ is closed under κ-sequences in V .

We should say something about proving (i)→(ii) because it features the important
concept of an ultrapower. Assume that U is a measure on κ. For f , g ∶ κ → V define
f ≡ g ⇔ {ξ < κ | f (ξ) = g(ξ)} ∈ U . For every f ∶ κ → V , define

[f ] = {g | g ∶ κ → V & f ≡ g}.

We would like to say that the collection of all [f ]’s forms a partition of the class of all
functions κ → V ; this is the case, but it presents the problem that this collection is a class

8 For no α < κ, {α} ∈ U .
9 If Xi, i < μ < κ are in U , then ⋂i<μ Xi is in U .
10 j is a proper class; thus we should view this definition as taking place in GB set theory, or more technically –

but preferably – as a statement expressible in ZFC because the relevant part of j which we need, j↾H(κ+), is
a set.
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of classes, making it an illegal object in set theory. We will therefore identify [f ] with the
sets in [f ] of minimal rank. Using this identification, denote

Ult(V ,U) = {[f ] | f ∶ κ → V}.

Define the interpretation of ∈ on elements of Ult(V ,U): [f ] ∈ [g] ⇔ {ξ < κ | f (ξ) ∈
g(ξ)} ∈ U .

Theorem 1.16 (Łos). For every φ and f1, … , fn:

(1.2) Ult(V ,U) ⊧ φ[[f1], … , [fn]] ⇔ {ξ < κ |φ(f1(ξ), … , fn(ξ))} ∈ U .

By ω1-completeness of the measure U , the relation ∈ on Ult(V ,U) is well-founded,
and one can therefore collapse the structure (Ult(V ,U), ∈), obtaining a transitive proper
classmodel. The proof (i)→(ii) is finished by taking for j the composition of the canonical
ultrapower embedding j′ ∶ V → Ult(V ,U) defined by

j′(x) = [cx],

where cx ∶ κ → {x}, and of the collapsing isomorphism π:

j = π ∘ j′.

We say that U is normal if

(1.3) [id] = κ.

One can show that if κ is measurable, there always exists a normalmeasure. Property (1.3)
is useful for computing information about ultrapowers; see Lemma 1.17 for an application.

Lemma 1.17. Assume κ is measurable and let U be a normal measure. If A = {α <
κ | 2α = α+} is in U , then 2κ = κ+.

Proof. Let Ult(V ,U) be the transitive collapse of the ultrapower, as discussed above after
Fact 1.15. By Łos theorem, A ∈ U implies

Ult(V ,U) ⊧ 2[id] = [id]+

which is by normality the same as

Ult(V ,U) ⊧ 2κ = κ+.

As stated in Fact 1.15, κ+ = (κ+)Ult(V ,U), and H(κ+) = (H(κ+))Ult(V ,U). This implies
𝒫𝒫𝒫κ) = (𝒫𝒫𝒫κ))Ult(V ,U). Therefore any bijection g ∈ Ult(V ,U) between (κ+)Ult(V ,U) and
𝒫𝒫𝒫κ)Ult(V ,U) is a bijection between κ+ and 𝒫𝒫𝒫κ) in V , proving 2κ = κ+. �

A useful set which belongs to any normal measure is

I = {α < κ | α is inaccessible}.

I is stationary and co-stationary, i.e. (κ⧵I) is also stationary. I is in every normalmeasure
because κ = [id] is inaccessible in Ult(V ,U); by Łos theorem this implies that I is in U .
By a similar argument one can show that if C is club in κ, then C ∈ U : in the ultrapower,
κ ∈ j(C), which by Łos theorem is equal to C ∈ U . Note that Lemma 1.17 depends on
ultrafilter U in the following sense. Denote

A = {α < κ | 2α = α+}.
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To argue that 2κ = κ+ it suffices to find at least one normal measure U which contains A.
As we discussed, if A is club or a set of inaccessibles, then all normal measures contain A.
However, ifA is just stationary, then it is not the case in general that there is some normal
measureU which contains A. In fact, it is consistent that A is stationary and 2κ > κ+ (see
Lemma 2.14).

By strengthening the properties of the elementary embedding in the definition of a
measurable cardinal, we get the notion of a strong cardinal. For more motivation and
properties of strong cardinals, see Section 2.3.

Definition 1.18. We say that an inaccessible cardinal κ is H(λ)-strong, κ < λ regular, if
there is an elementary embedding j ∶ V → M with critical point κ, j(κ) > λ, H(λ) ⊆ M,
andM is closed under κ-sequences in V .

We say that κ is strong if it is H(λ)-strong for every regular λ > κ.

By definition, being measurable is the same as being H(κ+)-strong.
By strengthening the closure properties of the target model M in the definition of a

strong cardinal, we obtain an even stronger notion of a supercompact cardinal (see Def-
inition 1.21). However, we first define the notion of a strongly compact cardinal, using a
generalisation of the ultrafilter definition of a measurable cardinal. In preparation for the
definition, let us define the following: Let κ ≤ λ be cardinals, κ regular, and set

Pκλ = {x ⊆ λ | |x| < κ}.

For x ∈ Pκλ, define
̂x = {y ∈ Pκλ | x ⊆ y}.

Finally, define
F(κ, λ) = {X ⊆ Pκλ | (∃x ∈ Pκλ) ̂x ⊆ X}.

We call F(κ, λ) a fine filter on Pκλ.

Lemma 1.19. F = F(κ, λ) is a κ-complete filter.

Proof. Follows because for {xi | i < μ < κ} ⊆ Pκλ,

⋂
i<μ

̂xi =
̂
⋃
i<μ

xi.

�

Definition 1.20. Assume κ ≤ λ are cardinals, κ inaccessible. We call κ λ-strongly com-
pact if the fine filter F(κ, λ) can be extended into a κ-complete ultrafilter on Pκλ. We call κ
strongly compact if it is λ-strongly compact for all λ ≥ κ.

Strongly compact cardinals are much stronger than measurable cardinals (regarding
consistency strength); however, by a result of Magidor from 70s the first measurable car-
dinal can be strongly compact.

By demanding that there is a κ-complete ultrafilter extending F(κ, λ) which is also nor-
mal (we will not define this notion, see [14], p. 374), we get the notion of a supercompact
cardinal. A characterisation of supercompactness by means of elementary embeddings
is very convenient:
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Definition 1.21. Let κ be an inaccessible cardinal, and let λ ≥ κ be a cardinal. We say
that κ is λ-supercompact if there is an elementary embedding j ∶ V → M with critical point
κ such that j(κ) > λ and λM ⊆ M. A cardinal κ is supercompact if it is λ-supercompact for
every λ ≥ κ.

Finally, we define a large cardinal notion due to Woodin which he used in the analysis
of the Axiom of Determinacy.

Definition 1.22. Let δ > ω be an inaccessible cardinal. We say that δ is a Woodin
cardinal if for every function f ∶ δ → δ there is a κ < δ with f "κ ⊆ κ and there is
j ∶ V → M with critical point κ such that Vj(f )(κ) ⊆ M.

A Woodin cardinal is always Mahlo, but may not be weakly compact. Its consistency
strength is quite high (by definition, there aremany cardinals on the level of aH(μ)-strong
cardinal, for some μ, below a Woodin cardinal).

2. The continuum function with large cardinals

Assume κ is a large cardinal in V which satisfies GCH and F is an Easton function.
Can we find a generic extension of V which realises F and preserves the largeness of a
fixed large cardinal κ? Clearly, a necessary condition on F is that it should keep κ strong
limit. We can formulate this property globally for the class of large cardinals we wish to
preserve. Let Γ be a class of regular cardinals. We say that F respects Γ if

(2.4) (∀κ ∈ Γ)(∀μ ∈ Reg ∩ κ)(F(μ) < κ).

In anticipation of the generalisation of Easton’s theorem to large cardinals, we can
tentatively formulate two distinguishing criteria, (R−), (R) and (L−), (L), which help to
characterise large cardinals according to their sensitivity to the manipulation with the
continuum function:

(R−) Cardinals without obvious reflection properties relevant to the continuum func-
tion11 such as inaccessible, Mahlo, weakly compact, and Woodin or Ramsey car-
dinals.

(R) Cardinals with reflection properties relevant to the continuum function, such as
measurable cardinals.

A typical effect of reflection ofmeasurable cardinals regarding the continuum function
is captured in Lemma 1.17 above.

Remark 2.1. The notion of reflection is often used in a broad sense (for instance, Fact
2.10 provides a notion of reflection for Π1

1-formulas). In (R−) and (R), we use it in a very
restricted sense: κ has a reflection property (relevant to the continuum function) if 2κ
depends on the values of 2α, for α < μ.

A different classification is based on what is called fresh subsets:

11 Of course, only after we generalise Easton’s theorem to these cardinals we know for certain that they have
no “hidden” reflection properties.



63

Definition 2.2. LetM ⊆ N be two transitivemodels of set theorywith the same ordinals.
Let κ be a cardinal inN . We say that x ⊆ κ is fresh if x ∈ N⧵M and for all α < κ, x∩α ∈ M.

For instance Cohen forcing12 at a regular cardinal κ adds a fresh subset κ.
(L−) Cardinals which are not obviously influenced by fresh subsets such as inaccessible

and Mahlo cardinals.
(L) Cardinals which may be destroyed by adding fresh subsets such as weakly com-

pact cardinals, or measurable cardinals.
Lemma 1.11 identifies this restriction for weakly compact cardinals.
As we will see, the first distinction (R−) and (R) is relevant for the possible patterns of

the continuum function which can be realised, while the second distinction (L−) and (L)
is relevant for the appropriate method of forcing.

The following forcing, defined in Easton [9], will be refereed to as the product-style
Easton forcing, and denoted it Pproduct

F .

Definition 2.3. Let F be an Easton function. For all regular cardinals α, define Qα to
be the Cohen forcing Add(α, F(α)). Define

Pproduct
F =

Easton

∏
α∈Reg

Qα,

where the upper index indicates that the forcing has the “Easton support”: for every inac-
cessible α and any condition p ∈ Pproduct

F , dom(p) ∩ α is bounded in α.

Note in particular that if there are no inaccessible cardinals, then the forcing is just a
full-support product of Cohen forcings. It is relatively straightforward to compute that
if GCH holds in the ground model, then Pproduct

F preserves all cofinalities and forces 2α =
F(α), for all regular α.

As we indicated above in the paragraph after the definition of a fresh subset, a product-
style forcing will not be good enough for preservation of large cardinals with reflection
as in Lemma 1.11. In anticipation of a solution to this problem, we define a variant of
Easton forcing which appeared already in [17]. For this definition, let us first define some
notions. If F is an Easton function, letCF be the closed unbounded class of limit cardinals
which are the closure points of F: i.e.

CF = {α | α limit cardinal & (∀β ∈ α ∩ Reg)(F(β) < α)}.

Notice that if F respects Γ, see (2.4), then Γ is included in CF .

Definition 2.4. Let F be an Easton function. By reverse Easton forcing we mean the
forcing PF defined as follows. For every pair (α, β) of successive elements of CF , let us write

Qα,β =
Easton

∏
γ∈[α,β)∩Reg

Add(γ, F(γ)).

12 If α is a limit ordinal and β > 0 is an ordinal, we define the Cohen forcing at α for adding β-many subsets
of α, Add(α, β), as the collection of all functions from α × β to 2 with domain of size < |α|. Ordering is
by reverse inclusion. Of course, Add(α, β) is equivalent to Add(|α|, |β|), but the more general notation is
often useful.
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PF is the iteration (⟨Pα | α ∈ Ord⟩, ⟨ ̇Qα | α ∈ Ord⟩) with Easton support such that ̇Qα is
the canonical name for the trivial forcing whenever α is not in CF . If α is in CF , let ̇Qα be a
name for the forcing Qα,β, where β is the successor of α in CF .

2.1 Inaccessible and Mahlo cardinals

Let F be an Easton function respecting inaccessible cardinals, i.e. respecting Γ = {α | α
is inaccessible} according to (2.4). To generalise Easton’s theorem to F, it suffices to check
that the forcing Pproduct

F preserves cofinalities of all κ ∈ Γ. As we indicated after Def-
inition 2.3, cofinalities are preserved for all cardinals if V satisfies GCH, which yields the
following theorem:

Theorem 2.5. Let V satisfy GCH and let F be an Easton function respecting inaccessible
cardinals. Let A0 be the class of all inaccessible cardinals. Then in any generic extension
V [G] by Pproduct

F , the set of inaccessible cardinals coincides with A0.

One can formulate a version of the theorem for Mahlo cardinals.

Theorem 2.6. Let V satisfy GCH and let F be an Easton function respecting Mahlo car-
dinals. Let A0 be the class of all Mahlo cardinals. Then in any generic extension V [G] by
Pproduct
F , the set of Mahlo cardinals coincides with A0.

Proof. Let G be Pproduct
F -generic and let κ be a Mahlo cardinal in V . Since the set of

inaccessible cardinals I is stationary in κ in V , CF ∩ I is also stationary. It follows by
Theorem 2.5 that all inaccessible α ∈ CF ∩ I, and also κ, remain inaccessible in V [G].
To finish the argument, it suffices to check that CF ∩ I is still stationary in V [G]. Factor
Pproduct
F into P0 × P1 such that P1 is κ-closed and P0 is κ-cc:13 P1 preserves stationary

subsets of κ because it is κ-closed; as P1 forces that P0 is κ-cc, P0 preserves stationary
subsets over VP1 . Thus P = P0 × P1 preserves stationary subsets of κ, and in particular
stationarity of CF ∩ I. �

Actually, the reverse Easton iteration PF achieves the same result here. The point is
that for every Mahlo κ, one can show that (PF)κ , the restriction of PF to κ, is κ-cc, and
the tail iteration is forced to be κ-closed.

Remark 2.7. We have argued that the relevant forcings do not kill inaccessible or
Mahlo cardinals. To get the results above, we also need to argue that the forcings do
not create new large cardinals. However, notice that Pproduct

F and PF cannot create new
inaccessible cardinals because these forcings preserve cofinalities, and therefore a non-
inaccessible cardinal α in the ground model must remain non-inaccessible in the exten-
sion. Similarly, a non-stationary set of inaccessible cardinals cannot become stationary,
and thus new Mahlo cardinals cannot be created.

13 P0 is defined as Pproduct
F , but with the domain of the functions in the product limited to κ ∩ Reg; similarly,

P1 has the domain limited to Reg ⧵ κ.
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2.2 Weakly compact cardinals

It is easy to find an example where the product-style Easton forcing Pproduct
F destroys

weak-compactness of some cardinal κ, over some well-chosen ground model such as L.

Lemma 2.8. Assume that κ is weakly compact and let F be an Easton function. Then
over L, Pproduct

F kills weak-compactness of κ.

Proof. Pproduct
F factors at κ toP0×P1×P2, whereP0 isPproduct

F restricted to regular cardinals
< κ, P1 is the forcing Add(κ, F(κ)), and P2 is the restriction to regular cardinals > κ. We
argue that P1 kills the weak-compactness of κ, and neither P0, nor P2 can resurrect it.

The fact that P1 kills weak-compactness of κ follows from Lemma 1.11 (because it adds
many fresh subsets of κ over L). It follows that after forcing with P1, there exists a κ-
tree without a cofinal branch. Since P2 cannot add a branch to a κ-tree because it is
κ+-distributive over VP1 , κ is not weakly compact in VP1×P2 .

Finally notice that P0 is κ-Knaster inVP1×P2 by the usual Δ-lemma argument (and the
fact that κ is Mahlo here). Using the fact that a κ-Knaster forcing cannot add a branch to
a κ-tree (see [1]), we conclude that in VPF there exist a κ-tree without a cofinal branch,
contradicting weak-compactness of κ. �

In order to formulateTheorem 2.6 for weakly compact cardinals, we need to introduce
a very universal technique for verification of preservation of large cardinals. This tech-
nique uses the characterisation of many large cardinals by means of suitable elementary
embeddings between transitive sets or classes. In order to show that a certain large cardi-
nal κ remains large in a generic extension, it suffices to check that the original embedding
from V “lifts” to an embedding in the generic extension (this is in general easier than to
verify that there exists an elementary embedding in the extension). The following lemma
of Silver is the key ingredient:

Lemma 2.9 (Silver). AssumeM and N are transitive models of ZFC, P ∈ M is a forcing
notion, and j ∶ M → N is an elementary embedding. Let G be P-generic over M, and let
H be j(P)-generic over N . Then the following are equivalent:
(i) (∀p ∈ G)(j(p) ∈ H).
(ii) There exists an elementary embedding j+ ∶ M[G] → N[H] such that j+(G) = H and

j+ ↾M = j.

We say that j+ is a lifting of j. If j has some nice property (like being an extender
embedding), the lifting j+ will often have it as well. More details about these concepts can
be found in [5].

This is a useful characterisation of weakly compact cardinals (proof can be found
in [5]):

Fact 2.10. Let κ be an inaccessible cardinal. The following are equivalent.
(i) κ is weakly compact.
(ii) For every transitive setM with |M| = κ, κ ∈ M, and <κM ⊆ M, there is an elementary

embedding j ∶ M → N where N is transitive, |N| = κ, <κN ⊆ N , and the critical
point of j is κ.
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Now, using the characterisation of weak-compactness by elementary embeddings, one
can show:

Theorem 2.11. Let V satisfy GCH and let F be an Easton function respecting weakly
compact cardinals. Let A0 be the class of all weakly compact cardinals. Then in any generic
extension V [G] by PF , the set of weakly compact cardinals coincides with A0.

Proof. The proof has two parts: Part 1 proves that all weakly compact cardinals in V
remain weakly compact in V [G]. In Part 2, which corresponds to Remark 2.7 above, we
argue that the forcing does not create new weakly compact cardinals.

Part 1.
The proof is given in [3]; we will only briefly identify the main points, assuming some

familiarity with lifting arguments. The proof is similar to an argument in [5], section 16 –
when one uses the forcing PF – with one extra twist to be resolved: assuming κ is weakly
compact, in [5], one forces below κ with a reverse Easton forcing which at every inac-
cessible α < κ forces with Add(α, 1). At κ, one can force with Add(κ, μ) for an arbitrary
μ because any κ-tree which supposedly does not have a cofinal branch is captured by a
subforcing of Add(κ, μ) which is isomorphic to Add(κ, 1); thus the preparation below
κ matches the forcing at κ, making it possible to use a standard lifting argument with a
master condition. In Theorem 2.11, the preparation below κ is determined by F so it may
not be possible to force just with Add(α, 1) at every inaccessible α < κ; in particular if
j ∶ M → N is an embedding ensured by Fact 2.10, we need to force with Add(κ, j(F)(κ))
on the N-side; this introduces a mismatch between the forcings at κ between M and N :
Add(κ, 1) vs. Add(κ, j(F)(κ)). In order to lift to j(Add(κ, 1)), one therefore needs to
make sure to have on the N-side available the generic filter g for Add(κ, 1). In [3], the
solution is to include g on the first coordinate of the generic filter for Add(κ, j(F)(κ)).
The rest of the argument is standard.

Part 2.
The situation of a weakly compact cardinal is a bit more complicated than in the anal-

ogous Remark 2.7. By Kunen’s construction [16], it is possible to turn a weakly compact
cardinal κ into a Mahlo non-weakly compact cardinal by forcing a κ-Souslin tree, and
resurrect its weak-compactness by forcing with the Souslin tree added earlier. However,
it is easy to check that this kind of anomaly will not occur with our forcing.

Let κ be a Mahlo non-weakly compact cardinal in V which is a closure point of F; it
follows there is a κ-tree T in V which has no cofinal branch in V . Denote R = (PF)κ ,
and ̇Q = Add(κ, F(κ)); it suffices to check that R ∗ ̇Q cannot add a branch through T . R
cannot add a cofinal branch because it is κ-Knaster. Over VR, ̇Q cannot add a branch to
T because it is κ-closed (if p in ̇Q forced that ̇B is a cofinal branch through T , then one
could find a decreasing sequence of conditions ⟨pi | i < κ⟩, p0 = p and a ≤T -increasing
sequence ⟨bi | i < κ⟩ such that pi ⊩ bi ∈ T ; the sequence ⟨bi | i < κ⟩ would be a cofinal
branch in T in VR). �

Thus for inaccessible, Mahlo and weakly compact cardinals, there are no restrictions
on the Easton functions F which can be realised, except that these cardinals must be
closure points of F. In particular, the reflection property identified in Lemma 1.11 did
have an effect on the technique (PF over Pproduct

F ), but not on the result. In the next
section, we learn that the case of measurable cardinals is far more complicated.



67

2.3 Measurable,H(λ)-strong, and strong cardinals

It follows from Lemma 1.17 that to preserve measurable cardinals, we must expect that
the full generalisation along the lines of Theorems 2.6 and 2.11 cannot be achieved. There
are two easy properties to notice regarding restrictions on the continuum function by
measurable cardinals:
(a) There is an obvious asymmetry in the sense that Lemma 1.17 prohibits 2κ “jumping

up”with respect to the values 2α forα < κ, while “jumping down” is perfectly possible.
See Lemma 2.12.

(b) The restrictions which a measurable cardinal κ puts on the continuum function also
depend on the normal measures which exist on κ (and not only on the fact that κ is
measurable). See Lemma 2.14.

We first deal with (a).

Lemma 2.12. Assume that κ is measurable and 2κ > κ+. Let P be the collapsing forcing
Col(κ+, 2κ) which collapses 2κ to κ+ by functions of size at most κ. Then in VP , κ is still
measurable and 2κ = κ+.

Proof. By κ+-closure of P, every measure on κ in V remains a measure in VP because P
does not add new subsets of κ to measure (nor new κ-sequences of such sets). Notice that
the result did not assume that {α < κ | 2α = α+} is big in the sense of some measure on κ.

�
We will deal with (b) after we define the notion of an H(λ)-strong cardinal.
Apart from the easy observations (a) and (b), we in addition have:

(c) The consistency strength of a measurable cardinal κ with 2κ > κ+ is o(κ) = κ++, see
[12]. Thus to play with the continuum function and preserve measurability of cardi-
nals, one typically needs to assume that these cardinals are larger than measurable in
the ground model.

In view of (c), we now define a suitable strengthening of measurability.

Definition 2.13. We say that an inaccessible cardinal κ isH(λ)-strong, κ < λ regular, if:
(i) There is an elementary embedding j ∶ V → M with critical point κ, j(κ) > λ, such

that
(ii) H(λ) ⊆ M, andM is closed under κ-sequences in V .
We say that κ is strong if it is H(λ)-strong for every regular λ > κ.

Wenote thatwithGCH, κ beingH(κ++)-strong is equivalent to havingMitchell order of
κ+++1, a slight strengthening of the assumption identified by [12] as optimal for obtaining
the failure of GCH at a measurable cardinal.

As promised, we now deal with the property (b).

Lemma 2.14. Assume κ is H(κ++)-strong and that GCH holds in the universe. Denote
I = {α < κ | α is inaccessible}.

Then there exist a stationary subset X of I, distinct normal measures U ,W on κ, and a
forcing notion P such that:
(i) X ∈ W and (I ⧵ X) ∈ U ,
(ii) Assume G is P-generic. In V [G], κ is measurable, 2κ = κ++, 2α = α+ for all α ∈ X,

and 2α = α++ for all α ∈ (I ⧵ X).
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In particular,W cannot be extended into a normal measure in VP .

Proof. LetU ,W be two distinct normal measures on κ in V . We know that I is in bothU
and W ; therefore for some A ⊆ I, A ∈ U and B = (I ⧵ A) ∈ W (if U and W agreed on
all subsets of I, they would agree on all subsets of κ).

Let j ∶ V → M be an elementary embedding witnessingH(κ++)-strength of κ. With-
out loss of generality assume that κ ∈ j(A) (and κ ∉ j(B)). We define P so that B = X is
as desired.

Let Q be the standard reverse Easton iteration which at every α ∈ (I ⧵ X) forces with
Add(α, α++). By an argument involving “surgery”, see [5], one can show that there is a
forcing ̇R such that denoting P = Q ∗ ̇R, in VP all cofinalities are preserved, 2κ = κ++,
and κ is measurable. Moreover, inVP , X and (I ⧵X) are stationary subsets of inaccessible
cardinals such that 2α = α++ for α ∈ (I ⧵ X), and 2α = α+ for α ∈ X.

It follows that U extends to a normal measure in VP , while by Lemma 1.17, W (and
any other normal measure containingX) cannot extend into a normal measure inVP . �

This lemma should be understood as follows: while W prohibits certain values of the
continuum function in V because X ∈ W (e.g. implies 2κ = κ+), this restriction is not
persistent to larger models: in VP , 2κ = κ++ is possible even though X is still a stationary
subset composed of inaccessible cardinals. This scenario is made possible by the assump-
tion that there is at least one embedding j inV for which the set I⧵X is big – using this jwe
can kill all normalmeasures which containX, while ensuring that some normalmeasures
still exist in VP .

These consideration lead to the following theorem (see [10]):

Theorem 2.15. Let F be an Easton function respecting every κ which isH(F(κ))-strong,
and assume GCH holds in the universe. There is a cofinality-preserving iteration P which
realises F such that whenever G is P-generic over V , we have:

Whenever in V , κ is H(F(κ))-strong and there is j ∶ V → M witnessing H(F(κ))-
strength of κ such that
(2.5) j(F)(κ) ≥ F(κ),
then κ remains measurable in V [G].

The proof is beyond the scope of this paper, but let us at least comment on the method
of proof. As we mentioned in Lemma 2.14, the manipulation of 2κ with κ measurable us-
ing the Cohen forcing and Woodin’s “surgery argument” requires us to use an extra forc-
ing denoted ̇R in the proof of Lemma 2.14. It seems quite hard to incorporate this extra
forcing at every relevant stage into a global result along the lines ofTheorem 2.15. Instead,
to prove Theorem 2.15 we use the generalised product-style α-Sacks forcing Sacks(α, β),
for an inaccessible α and an ordinal β > 0 (see [10] for details): P is a reverse Easton iter-
ation defined similarly as in Definition 2.4 with Add(γ, F(γ)) replaced by Sacks(γ, F(γ))
whenever γ is an inaccessible closure point of F.14 The use of Sacks forcing has the ad-
vantage that to lift an embedding, no extra forcing ̇R is required.

14 Since one mixes the α-Sacks forcing with the α+-Cohen forcing (and other Cohen forcings – but only the
stage α+ requires an argument), one needs to argue that they work well together: in particular, one can show
(see [10]) that Sacks(α, F(α)) forces that Add(α+, F(α+)) is still α+-distributive. In fact, this is true for any
α+-closed forcing in place of Add(α+, F(α+)).



69

The property (2.5) is essential for lifting the embedding at κ, and captures the degree
of reflection which F needs to satisfy for preservation of measurability of κ. The proof
is relatively straightforward when F(κ) is regular, but is more involved when F(κ) is a
singular cardinal (the most difficult case is when F(κ) has cofinality > κ+ in V and is
singular in V , but is regular in M, where j ∶ V → M is an embedding witnessing (2.5)).

Note that the apparent lack of uniformity in the statement of the theorem (the condi-
tion (2.5)) is unavoidable as illustrated in Lemma 2.14. Also note that the use ofH(F(κ))-
strong cardinals is almost optimal, as mentioned above in the discussion of property (c).

Remark 2.16. We have not checked whether every measurable cardinal κ in V [G] is
measurable also in V , obtaining an analogue of Theorems 2.6 and 2.11, but we consider it
likely.

2.4 Ramsey, Woodin and supercompact cardinals

We shall more briefly review results for some other large cardinals, most notably Ram-
sey, Woodin and supercompact.

A Ramsey cardinal, see Definition 1.13, is large enough to imply V ≠ L, but it may not
be measurable (and its consistency strength is less than measurability). In the classifica-
tion following (2.4), Ramsey cardinals are in (R−) and (L). We will see below in Theorem
2.17 that indeed Ramsey cardinals have no reflection properties relevant for the contin-
uum function.

In terms of consistency,Woodin cardinals (seeDefinition 1.22) aremuch stronger than
measurable cardinals, being in principle inaccessible limits of H(λ)-strong cardinals in-
troduced above (for certain λ’s). However, a Woodin cardinal may not even be weakly
compact (while it is a Mahlo cardinal). Its classification is still (R−) and (L), as will be
apparent from Theorem 2.18.

The following theorem appears in [3] as Theorem 4.5:

Theorem 2.17. Let V satisfy GCH and let F be an Easton function respecting Ramsey
cardinals. Let A0 be the class of all Ramsey cardinals. Then in any generic extension V [G]
by PF , F is realised and the set of Ramsey cardinals contains A0.

We should note that the proof of Theorem 2.17 utilizes a characterisation of Ram-
seyness by means of elementary embeddings, to apply an appropriately tailored lifting
argument.

The following theorem appears in [2] as Theorem 1:

Theorem 2.18. Let V satisfy GCH and let F be an Easton function respecting Woodin
cardinals. Let A0 be the class of all Woodin cardinals. Then in any generic extension V [G]
by a certain cofinality preserving forcing P, F is realised and the set of Woodin cardinals
contains A0.

The forcing P in the statement of the theorem contains the α-Sacks forcing at the crit-
ical stages (regular closure points α of F), similarly as we discussed below Theorem 2.15.
The key lemma for the preservation of Woodiness is Lemma 14 in [2].

We now turn to supercompact cardinals. The first generalisation of the Easton theo-
rem for large cardinals actually appeared for the supercompact cardinals, see [17]. Since
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supercompact cardinals have reflection properties, it is not possible to realise every F and
preserve supercompact cardinals; Menas identified a property of F which is sufficient for
preservation of supercompact cardinals:

Definition 2.19. An Easton function F is said to be locally definable if the following
condition holds:

There is a sentence ψ and a formula φ(x, y) with two free variables such that ψ is true in
V and for all cardinals γ, if H(γ) ⊧ ψ, then F[γ] ⊆ γ and

(2.6) ∀α, β ∈ γ(F(α) = β ⇔ H(γ) ⊧ φ(α, β)).

The following is a theorem in section 18 of [17]:

Theorem 2.20. Let V satisfy GCH and let F be a locally definable Easton function re-
specting supercompact cardinals. Let A0 be the class of all supercompact cardinals. Then in
any generic extension V [G] by the forcing PF of Definition 2.4, F is realised and the set of
supercompact cardinals contains A0.

The theorem is proved using a “master condition” argument15 applied to the forcing,
whichmakes it possible to use Cohen forcing at closure points of F; compare with the dis-
cussion below Theorem 2.15. Theorem 2.20 was generalised also for the strong cardinals
(see Definition 2.13); see [10, Theorem 3.17].

Theorem2.21. LetV satisfyGCH and let F be a locally definable Easton function respect-
ing strong cardinals. LetA0 be the class of all strong cardinals. Then in any generic extension
V [G] by a certain cofinality-preserving forcing P, F is realised and the set of strong cardinals
contains A0.

The forcing P contains the α-Sacks forcing at regular closure points α of F.
Let us conclude this section by remarking that there are results similar to these the-

orems which are formulated for a λ-supercompact cardinal κ which is also H(ν)-strong
for some λ < ν; see [11, 4].

2.5 Open questions

Considering the variety of large cardinal concepts, it is no surprise that many of them
have not been studied from the point of their compatibility with patterns of the contin-
uum function. For instance the following cardinals have not been studied:16
– While strong compactness is close to supercompactness in the consistency strength,

the dropping of normality of the witnessing ultrafilter makes it less well-behaved. In
particular, a characterisation by means of an elementary embedding only gives the
following (compare with Definition 1.21):

15 Roughly, in order to lift an embedding j between transitive classes M and N , the pointwise image of a P-
generic filter g , j"g , is an element of N , generating a suitable j(P)-generic filter h over N containing j"g . j"g
is called a master condition. In crucial situations, j"g is usually too big to be in N ; a typical case where j"g
is in N is when j is a supercompact embedding. There is no master condition for arguments starting with
H(F(κ))-strong cardinals.

16 To our knowledge, no complete generalisation of the Easton theorem has been formulated yet.
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Definition 2.22. Let κ be an inaccessible cardinal and λ > κ a cardinal. κ is λ-
strongly compact if there is an elementary embedding j ∶ V → M with critical point κ
such that j(κ) > λ and for any X ⊆ M with |X| ≤ λ there is Y ∈ M, Y ⊇ X, such that
M ⊧ |Y| < j(κ).

These weaker properties of the embedding suggest a different lifting method – in-
stead of lifting an embedding, one can lift directly the ultrafilter (as in [13], albeit in a
different context).

– We say that κ is a Shelah cardinal if for every f ∶ κ → κ there is j ∶ V → M with critical
point κ such that Vj(f )(κ) ⊆ M. Very little has been published about this cardinal with
respect to the continuum function.

– Rank-to-rank embeddings (the hypotheses I3–I0). A partial result appeared in [8].
There are many other cardinals which can be studied, so our list is far from complete.

3. In the converse direction

In the whole paper, we studied the question of preserving large cardinals while ma-
nipulating the continuum function. As a curiosity, we show in this section that by ma-
nipulating the continuum function, it is possible to wipe out all large cardinals.

Theorem 3.1. Let M = Vκ , where κ is an inaccessible cardinal. Suppose I = {α <
κ | α is inaccessible} is a non-stationary subset of κ. Then there is a forcing P of size κ,
definable inH(κ+) such that inM[G], there are no inaccessible cardinals, for any P-generic
filter G over V .

Proof. Let C be a club disjoint from I, and let ⟨ci | i < κ⟩ be the increasing enumeration
of C. Define P to be a product of Cohen forcings with Easton support as follows: define
Qi = Add(c+i , ci+1) for 0 ≤ i < κ, and Q−1 = Add(ℵ0, c0). Set

P =
Easton

∏
−1<i<κ

Qi,

where the superscript “Easton” denotes the Easton support.
Let G be a P-generic filter over V . By definition of P, if μ < κ is a limit cardinal closed

under the continuum function in V [G], then μ ∈ C. Since C ∩ I = ∅, it implies that in
V [G] there are no inaccessible cardinals below κ.

Finally, since κ is still inaccessible in V [G], M[G] is a transitive model of set theory
without inaccessible cardinals as desired. �

Note that if M satisfies GCH, then the forcing P preserves cofinalities.
To destroy all inaccessible cardinals in M, it suffices to find a forcing which forces a

club disjoint from inaccessible cardinals. The idea comes from [7].

Theorem 3.2. Let M be as above. There is a forcing P of size κ which does not change
Vκ = M such that in V [G] there is a club C ⊆ κ disjoint from I, the set of inaccessibles
below κ.

Proof. Let conditions be functions from ordinals α < κ to 2 such that if β < κ is inacces-
sible, then {γ ∈ dom(p) ∩ β | p(γ) = 1} is bounded in β.
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The forcing is κ-distributive because it is κ-strategically closed. So Vκ is not changed,
and consequently all cardinals ≤ κ are preserved. Moreover since κ is inaccessible, P has
size κ, so all cardinals are preserved.

Clearly, if G is P-generic over V , then
A = lim{α < κ | (∃p ∈ G)(p(α) = 1)}

is a club disjoint from I. �

Remark 3.3. Note that the same proof can be rephrased as turning a Mahlo cardinal
into a non-Mahlo inaccessible cardinal.
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