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ABSTRACT

Following text is focused on finding a proper balance between classification accuracy and classification efficiency of object based image
analysis of aerial imagery. Forimage classification were used tools of Feature Analyst, an ArcGIS extension, which are based on image filtering
and searching for homogeneous segments corresponding to the threshold values defined by the training areas and corrected with tools of

object recognition.

The classification accuracy was assessed using the error matrices and calculating user’s and producer’s accuracy. To evaluate the time
and work consumption, index of classification efficiency was introduced, which is a weighted value of accuracy and number of objects.
To evaluate the tools of object recognition, the principle of fuzzy logic was used, which calculates accuracy with inclusion of alternative

category.

For the study was used a cut of aerial imagery of protected area of Kfivoklatsko as a typical example of the character of available image
data in the territory of Czech Republic - large area of fields, forests and meadows with a very heterogeneous character, water body with sun

reflection, net of narrow roads and small villages.

From the final values of accuracy is obvious, that Feature analyst provides comparable results with other authors. From the point of view
of classification efficiency, application of tools of object recognition and its effect on the time and work consumption, it is a question of the
extent of study area and the heterogeneity of the features of the physical world on the image data.
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1. Introduction

In the territory of the Czech Republic is aerial imagery
currently the most accessible image data that can be used
for mapping the land cover structure and its time-chang-
es. The imagery covers the whole state territory in several
time horizons (the oldest ones date back to the mid-20th
century) in a detailed spatial resolution. Until recently,
the evaluation process was based above all on a visual in-
terpretation and manual vectorization. The development
of image analysis methods has enabled particular auto-
mation and application of procedures.

The basic unit for an object based image analysis
(OBIA) is a group of spatially related pixels with similar
characteristics, which are joined by the process of seg-
mentation until the classification criteria (shape, size, ho-
mogeneity) are met (Dobrovolny 1998). Through these
methods, the image is divided into segments (objects)
that relate to features in the physical world and corre-
spond with features in the input image (Zelezny 2005).

The basic principle of object-based image analysis is
the search for homogeneous areas within the image data.
In this study were used the tools of Feature Analyst, an
ArcGIS extension, to classify the aerial imagery. The tools
are based on image filtering, during which the filter win-
dow searches through the image for homogeneous seg-
ments corresponding to the threshold values defined by
the training areas. Classification runs together with the

segmentation, and during one set of iterations all image
areas which correspond to the given conditions (one class
of land cover) are found.

Since the spatial delimitation of naturally homogene-
ous areas in the landscape, and therefore also in the image
data, often do not match the individual areas of land cov-
er, the classified vector features also do not correspond
with features in the physical world.

Accuracy assessment is currently perceived as a fun-
damental component of the thematic classification of the
image data, although a standard evaluation method has
not yet been accepted (Foody 2002). The general potential
of the accuracy evaluation was discussed, for instance, by
Foody (2002 and 2006), and an evaluation of the result
accuracy by means of segmentation and object-based im-
age analyses by Bruzzone (2008) and Chmiel (2010).

Accuracy assessment is also often specified by the
principle of fuzzy logic. Benz (2004) defined fuzzy logic
as multi-valued logic quantifying uncertain statements.
The basic idea consists in replacement of the two Boolean
logical statements “true” and “false” with a continuous
range of values in the interval <0,1>, where “0” means
“false” and “1” means “true”. All values between “0” and
“1” represent a transition between the statements “false”
and “true” (Benz et al. 2004).

This principle is used when interpreting analysis re-
sults, where a numerical value of affiliation degree to var-
ious categories of the analysis is assigned to the individual
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features. However, the principle is only used by analysis
methods which first segment the image into homogene-
ous features, and in the second step classify all categories
on the basis of training areas represented by segmented
homogeneous features. The affiliation values are calculat-
ed by means of affiliation equations.

The classification accuracy depends mostly on the
character of the imagery, on the definition of the training
areas and on the number of the classification iterations.
The specific value of accuracy (both producers and users)
is calculated using the error matrices, where the area of
correctly- and wrongly-classified objects is compared. In
general — the better specified training areas and the high-
er number of iterations, the higher is the final accuracy
but also the higher number of objects that correspond to
one feature in the physical world and bigger time con-
sumption. Because of that a proper balance between clas-
sification accuracy and classification efficiency must be
found.

2, Study area

For the needs of this project, emphasis was put during
the selection of the study area on the data representative-
ness with respect to the character of commonly available
data sources. The selection of classification categories was
aimed to the needs of a hydromorphological evaluation of
the watercourses, which needs to evaluate, in addition to
the basic categories of land cover, the presence of single
trees and green belts on the banks and along the rivers.

As the study area was used a mosaic of two orthorecti-
fied aerial photographs taken above a protected landscape
area in the Krivoklat region (near the village of Kalinova
Ves) in the Berounka river basin. It represents a settled,
rural landscape with a road network, a significant pro-
portion of forest and green belts, and a watercourse with
an alluvial plain.

The photographs were scanned in the spring 2003,
with a spatial resolution of 1 m; the size of the processed
area was 10 km? (2.5 x 4 km). There are only few over-
shadowed features and the image data is representative in
term of the homogeneity of individual features. The aim
was to determine the classification accuracy and efficien-
cy of commonly available data, which is usually compli-
cated by cast shadows, reflecting water bodies and heter-
ogeneity within vegetation objects of the physical world
and its change during the year seasons. The features are
heterogeneous within one category of land cover as well
as within the individual objects. Furthermore, the various
categories are represented by a similar interval of the DN
pixel values. Therefore, these categories coincided during
the analysis.

On figure 1 is shows a cut-out of an aerial photograph,
where the internal heterogeneity of the individual objects
(fields are partly bare and partly covered with crops) and
their mutual diversity (some fields have differently-grown

crops, others are ploughed) is obvious. The similarity be-
tween various land cover categories is also obvious (e.g.
roads x parts of ploughed field, or meadow x fields with
crops, etc.).

Fig. 1 A cut-out of the aerial photograph of the study area

3. Methods
3.1Image Analysis

The Feature Analyst extension works on the basis of
defining the training sets delimited in the image. The im-
age is classified and segmented in the same time while
the filter window searches through the image for homo-
geneous segments corresponding to the threshold values
defined by the training areas. During one set of iterations
all image areas which correspond to the given conditions
(one class of land cover) are found. It is possible to use
a predefined settings for single land cover classes which
takes into account the size, shape and homogeneity of
searched features (e.g. long and narrow objects for the
class “roads”). A user settings is also possible.

The objects classified according the training sets (spec-
tral class) are however not identical with a class of the
land cover (information classes). For example the spec-
tral class “permanent herbage” can be further divided,
e.g. into the information classes “meadows”, “gardens”,
“parks”, etc. Or, on the contrary, the classes “red roofs”
and “brown roofs” can be merged into the “built-up area”
category.

In the second step objects can be automatically re-
moved on the basis of the DN pixel values or by means of
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the characteristics of the object’s shape and size. Accord-
ing to (Opitz 2008), the combination of methods that
works with both spectral (radiometric) pixel values and
spatial parameters is called “object recognition”

The individual categories were classified in several
steps. In the first step, all image features which met the
given conditions were selected on the basis of the defi-
nition of the training areas. In the following steps, the
wrongly-detected features were removed, and the missing
ones were added.

Except the “water” category, the analysis began with
large and very heterogeneous objects and continued to
tiny homogeneous objects. First was detected the Be-
rounka watercourse and two small water bodies. The
training areas for this class were defined so widely, that
there were as few as possible final vector objects for the
watercourse (the individual features displaying free wa-
ter body, overshadowed water surfaces, rapids sections
under the weir and reflecting surfaces were merged into
one whole). It was also essential that the definition of
water body features remained in contrast to the bank
zone. The classification resulted in a layer of 936 objects,
in which field and forest features were also delimited,
in addition to the successful classification of the wa-
ter bodies. Since only six features corresponded to the
water bodies, the water bodies were exported into a sin-
gle layer and the layer was removed from the vector mask
for the next analysis. So it does not represent a real result
of the classification, and therefore the user’s accuracy was
expected to be 100%.

Next, the forest features were analysed. In the addition
to the forests were also delimited the features of green
belts along the watercourses and the fields covered with
crops. These wrongly-classified areas were removed by
means of the shape and size characteristics of the object
recognition (large homogenous forest features vs. small
non-compact wrong features). The minimum area of the
features was set as large as the built-up area could not
be includeded into the layer (the DN pixel value of some
roofs corresponds to the DN pixel value of forests).

As third was analysed the built-up area and the roads.
The clutter was removed using characteristics of the size
of the object recognition. By removing the roads layer
from the vector mask were definitively separated the
areas, which could otherwise be joined over a narrow
road in one object (e.g. field - road - field, field - road -
meadow, etc).

Then, the “field” land cover class was analysed. The
fields in the study area had a very heterogeneous char-
acter at the moment of aerial scanning (Figure 1) and
six different training sets had to be defined to detect all
objects in the study area. Collision with the “meadow”
land cover class occurred very often. Clutter was removed
using characteristics of compactness and size by means of
object recognition.

The “meadow” class was then analysed. Since other
“green” areas had already been removed from the vector

mask, the user’s accuracy should have been 100%. The
minimum classification area was set as large as the gar-
dens were not included in this class.

The “green belts” class was analysed in order to de-
tect the vegetation zones in the alluvium along the wa-
tercourses. This class was distinguished from the “single
trees” on the basis of the size criterion.

Finally, the “garden” class was analysed. In this layer
were included all remaining unclassified image areas.
A total of 2,338 features were classified in this category,
but the clutter could not be simply removed from the lay-
er. Therefore alow value of user’s accuracy can be expect-
ed in this category.

3.2 Accuracy assessment

The accuracy was assessed by comparing the areas
of correctly- and wrongly-classified features from both
points of view - the producer’s and the user’s. The pro-
ducer’s accuracy gives the probability with which the
physical world feature (captured in the image data) is cor-
rectly classified. The user’s accuracy gives the probability
with which the vector feature corresponds to the physical
world feature.

The classification accuracy was determined on the
basis of two different approaches - one using the error
matrix, and another error matrix based on a fuzzy evalu-
ation according to Sarmento (Sarmento 2008). The fuzzy
evaluation was based on the creation of a reference file of
features, where to each feature was assigned two possible
categories of land cover - the primary reference class and
the alternative reference class.

The feature reference file was selected from the fea-
tures set created by means of an unsupervised segmen-
tation. The unsupervised segmentation works with the
image data without setting the training areas, i.e. only
according to the definition of the number of final classes,
number of the iterations, and size of the minimum area.
The unsupervised segmentation thus results in homoge-
neous image objects, whose degree of homogeneity is not
defined by the user but results from the natural process
of segmentation. On figure 2 are shown two examples of
classification results and unsupervised segmentation of
aerial imagery.

3.3 (lassification efficiency

Internally heterogeneous features of physical world are
mostly divided into several large correctly-classified ob-
jects and a high number of wrongly-classified, small-area
objects. The final number of vector objects within one
heterogeneous physical world feature depends on the
precision of definition of the training sets. The more pre-
cise definition, the higher is the accuracy, but also higher
number of the vector objects and bigger time consump-
tion. To evaluate the time and work consumption, a clas-
sification efficiency index was defined (formula 1).
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Examples of processing of aerial imagery of the study area
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Fig. 2 Examples of processing of the aerial imagery
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The index normalizes the frequency of the features by
their area and is based on the principle of weighted val-
ues, which assigns different importance to the individual
elements of the file. The assignment of importance can be
viewed from two different points. The application of the
index according to theof object frequency suppresses the
importance of a large number of small-area objects and
emphasises the importance of a small number of large
objects. According to the object area, the small suma of
areas of small objects is balanced by their high frequency,
and the importance of large objects is decreased by their
low frequency.

The formula (1) for the index calculation is as follows:

(M,

where Obj(a) is weight index of features in interval g,
n(a) is number of features in interval a,

p(a) are areas of features in interval g,

N is number of features in analysed file,

p are areas of features in analysed file.

The indices were calculated for single intervals (Ta-
ble 1), inserted into error matrices (the frequency in the
“a” interval was multiplied by the index of the “a” inter-
val), and the producer’s efficiency and user’s efficiency
were determined. For the calculation was used a data file
created by removing the reference file features from the
final file to provide the independence of the reference file
The final file contains 6,135 features.

Tab. 1 Values of the index Obj(a) for individual intervals

Area interval Obj(a)
<30 m2 0.1878
(30-50> m2 0.0839
(50-100> m?2 0.177

(100-1,000> m2 0.7267
>1,000 m2 5.8465

It must be stressed that this is not the classification
accuracy. The final value includes the internal heteroge-
neity of features in individual categories (represented by
the feature frequency) in addition to the accuracy, and
therefore it also includes the efficiency and time con-
sumption. The “efficiency and time consumption” term
means multiple definitions of the training areas and the
whole classification procedure, until the physical world
features are represented in the given category by the vec-
tor features as much as possible. The index is not exactly
numerically expressed, but if the training areas and the
analysis are correctly set, it can generally be said that the
lower the user’s accuracy, the higher the heterogeneity
of the physical world features and the lower the classifi-

cation efficiency, as well as the need for a higher number
of training sets.

3.4 Accuracy assessment using the principle of fuzzy logic

In the case of processing with the Feature Analyst,
where classification runs together with segmentation, the
fuzzy logic principle has not been used for classification
but rather for determination of the classification accura-
cy. The reason for using fuzzy logic consisted in the fact
that the areas (which actually represent various categories
of land cover) are represented in the image data by pixels
in the same DN value interval, and in terms of process-
ing and the search for image homogeneous areas, they
are assigned to the same category. A typical example is
the grown green parts of fields versus herbage areas in
meadows and gardens. These areas can be distinguished
by feature recognition on the basis of shape and size char-
acteristics, but only to a limited extent.

These objects were thus detected correctly according
to the definition of the training set; however, they did not
belong to the classified category and it was not possible to
remove them from this category using the tools of object
recognition. For that reason was defined the alternative
category, as the second possible classification category
into which the object could be assigned, according to the
training set. The use of the alternative category should
help to evaluate the potential of the Feature Analyst for
detecting the image homogeneous areas more precisely.

When determining the classification accuracy, the fol-
lowing values was assigned to the reference object:

o 1 if the feature was classified correctly,

e 0.5 if the alternative category corresponded to the
character of the physical feature,

e 0 if the feature was classified wrongly.

By means of the contingency tables, error matrices
were formed, and the producer’s and user’s accuracy were
determined for all classification categories. The accuracy
was calculated according to the frequency and the area
of individual features. If the classification results did not
correspond to the reference category but complied with
the alternative category, only the half-value (both of fre-
quency and area) was taken into account.

4, Results
4.1 Accuracy assessed by error matrices

Classification of aerial images of the study area result-
ed in a file of 6,459 vector objects, classified into 9 catego-
ries of land cover (hereinafter the “final file”).

In the first part of classification, the image was
searched for large features (forest, field, meadow, water
bodies, green belts) and uniquely detectable features
(roads, built-up area). The final layers for these catego-
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Object frequency distribution in the final file
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Fig. 3 Object frequency distribution in the final file, semi-logarithmic
diagram with delimitation of limits of the size categories, the loga-
rithmic scale was used for the category axis x

ries contain (in comparison with other categories) a small
number of objects whose area is relatively large or close to
the physical world features. For these categories, we can
expect both the producer’s and user’s accuracy to be high.
In the second part of classification, the image was
searched for small-area features (gardens, single trees),
which are not typical in terms of their spectral reflectance,
but are different due to their size and shape. Besides the
searched features, so-called remaining areas (smaller are-
as in the middle of large heterogeneous features) were also
assigned to these categories during the classification. The
vector layers of these categories contain a large number of
small-area features. The high number of “remaining are-
as” caused a low value of the producer’s accuracy, while
the user’s accuracy was relatively high. This means that
a high percentage of, e.g. gardens in the study area were
identified correctly in the image, but a low percentage of
vector objects classified as gardens, really are gardens.
The reference file intended for a comparison of results
has traditionally been created by manual vectorization. In
the case of this study area, the individual physical-world

objects are internally heterogeneous, and therefore one
physical object is represented by several vector objects.
For the reasons of a better accuracy determination as well
as time savings, the reference file was selected from the
final file.

The selection of the reference file features was first
limited by the object area (according to frequency distri-
bution in both the final file and categories of land cover),
and then were objects chosen randomly. The frequency
distribution in the final file is displayed in the following
semi-logarithmic diagram (Figure 3).

The frequency distribution was studied in five inter-
vals with the limits of 30 m2, 50 m2, 100 m2, 1,000 m?2,
and over 1,000 m?, which covered the whole interval of
obtained values. The interval limits are marked (vertical
lines) in figure 3, and were selected so that the number
of features in eachinterval was equal, and corresponds to
the specificity of the final categories. A percentage rep-
resentation of the number of category features for the in-
dividual size intervals is provided in the following table 2.

A limit of minimum 5% was set for the selection of
features from the final file for the reference file. A total
of 324 features were selected for the reference file and
the percentage representation varied within the individ-
ual categories (5-50%). For example, 50% of the features
from the water body category were selected; however,
this represented only three features. On the contrary,
108 features from the garden category were selected,
representing, however, only 5% of all features classified
as a garden.

The selection of the reference objects itself was run in
the database table outside the ArcGIS workspace to avoid
a preferential selection of wrongly- or correctly-classified
features and the reference file was independent. Then was
each object assigned to a correct classification category
(according to aerial imagery), and by means of contin-
gency tables were created error matrices (using the area

Tab. 2 A percentage representation (%) of the analysis categories, by size intervals, for the final file (Ff) and the reference file (Rf), with the
number of features (No.) given for a random selection in the individual intervals

Size interval (m2) <30 (30-50> (50-100> (100-1,000> >1,000 Total

;il’;a('R':)'e (F)/Reference | pe | e L m | Re | F| R Ff N o Ff R
:i'r;i”etfgffz Zigfé:ﬁiv/o) % | % |No.| % | % [No.| % | % [No.| % | % |No.| % | % | nNo. No. No. | %
Roads 2| 3| 3| 5| 4| 2| 5| s| 3|11 |9 6|10] 5|2 344 16| 5
Forest ol ol ol ol of of ol of of 1] 3| 2|16]27|m 73 13| 18
Meadow ol ol of ol of of of of of o02] 2| 1|17 ]2 |12 73 13] 18
Field ol ol of ol o] ol ol of of 2| 6| 4[38]24]10 192 14| 7
Single trees 24 |24 |27 |29 |30 |15 25|25 14| 14 [12]| 8| o] 0o o 1392 | 64| 5
Green belts 14 1315|290 30|15 |26 |25 |14 30 |26|17]13]| 7] 3 1416 | 64| 5
Water body ol ol ol ol o] ol o of of 02 3| 2| 1] 2|1 6 3|50
Garden 50 | 59 | 66 |30 |30 |15 222313 ] 22 [20]13| 4| 2| 1 2337 |108| 5
Built up area 1 1 1 7 6 3121 (21 |12 20 18 | 12 2 2 1 626 29 5
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Tab. 3 User’s and producer’s accuracy and classification efficiency (all values in %)
Roads | Forest | Meadow Field | Single trees | Green belts | Water body | Garden | Built-up area

producer’s accuracy 95 29 96 97 78 95 29 76 96

user’s accuracy 93 96 100 29 44 92 100 52 98

efficiency - producer’s view 87 93 72 84 70 79 95 73 93

efficiency - user’s view 86 72 100 89 47 81 100 40 98
Tab. 4 Accuracy assessment using the alternative categories, values in %

Roads Forest Meadow Field Single trees | Green belts | Water body | Garden Built-up area
producer’s accuracy 100 93 98 95 97 95 100 78 100
user’s accuracy 94 66 95 100 87 100 100 79 84

of objects) and calculated producer’s (hereinafter PA) and
user’s accuracy (hereinafter UA).

In the categories classified in the first part (forest, field,
meadow, water bodies, green belts, roads and built-up
area) were reached values of more than 90%, while the
categories that included a high number of remaining ar-
eas reached relatively lower values. All values are written
in table 3.

Classification efficiency was calculated also using con-
tingency tables and error matrices, but the area of the ob-
jects was weighted by the quantity of objects according to
formula 1. Values of efficiency from the producer’s and
user’s point of view are written in table 3.

4.2 Accuracy assessment using the principle of fuzzy logic

For accuracy assessment was used the result of un-
supervised segmentation. This divides the image into
homogeneous features on the basis of definition of the
minimum area size, number of classification categories,
size and shape of the input representation, and number
of iterations. The result of the unsupervised analysis is
represented by objects that should be internally homoge-
neous and should represent (or should be a part of) only
one physical world feature.

A total of 60,156 objects were created, from which
was selected a reference file consisting of 263 objects
with identical frequency distribution in the size inter-
vals (analogously to the selection of the reference file de-
scribed above). To all objects in the reference file were
then assigned the results of classification by Feature Ana-
lyst, the reference category according to image data, and
the alternative category. Accuracy values are given in the
following table 4.

5. Discussion

The number of reference features is always limited
within the study, and is mostly a compromise between
the most accurate evaluation possible and time efficiency
(Grenier 2008). The particular numbers are from with-
in tens and hundreds of reference samples. For example,
Huang (2008) used 257 reference features, and Xiaoxia

(2005) determined the accuracy on the basis of 65 check-
points. The potential for the exact determination and cal-
culation of the minimum number of reference points was
discussed in detail by Grenier (2008).

The accuracy of object-based analyses of aerial im-
agery by the Feature Analyst extension mainly depends
on the character of the analysed data. The homogeneity
of individual areas is affected by vegetation season, over-
shadowed of the objects, and the sun reflection in the wa-
ter bodies. The second important factor is the selection of
the classification categories and correct definition of the
training areas.

The above mentioned conditions influenced especially
the number of final objects within one feature of physi-
cal world and within a category, and time and work con-
sumption. Therefore the number of objects was included
in the calculation of classification efficiency as a weighted
index.

As for the accuracy assessment, in the main analysis
categories were achieved values of 90% for both produc-
er’s and user’s accuracy. As to the “single trees” and “gar-
dens” categories, the producer’s accuracies were 78% and
76%, and the user’s accuracies 44% and 52%, respectively.
Both categories were classified at the end of the analysis.
Since they represent small-area features of various shapes
and radiometric characteristics, it was not possible to eas-
ily remove the wrongly-classified objects from these cat-
egories using tools of object recognition. The values and
number of reference objects are comparable with other
authors (Table 5).

The highest differences of accuracy and efficiency val-
ues were noticed in the land cover categories with very
heterogeneous character in the image data - forests, fields
and meadows (Figure 2). These categories are in the im-
age represented with a few large objects. From the point
of view of time and work consumption it would be easier
in a small-extent study area, to vectorise these land cover
categories manually and run the classification for the cat-
egories with small heterogeneous objects in a masked-out
extent.

In the comparison of accuracy assessment with and
without alternative category were noticed the highest
differences in the categories “forest”, “garden” and “single
trees’, whereas trees in the forests were often classified as
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Tab. 5 Comparison of the analysis results with other authors, *the author analysed the data by means of Feature Analyst extension

Study area | Honkové (2006) | Huang (2008) | Xiaoxia (2005) | Rahman (2007) | Walker (2005) | Arroyo (2010) | Weih (2009)*
PA | UA PA UA PA UA PA UA PA UA PA UA PA PA UA
Roads 95 93 76 56 80 58 75 60 87 94
67— | 56—
Forest 99 96 89 97 88 99 98 91 37
Meadow 96 | 100 75 53 49 91 84
Field 97 929 87 79 87
Green belts 95 92 84 73
Water body 99 | 100 90 100 100 91 100 100 83 90 100
. 76— 82— 80- 67—
Built-up area 96 98 54 79 100 100 100 80 97 80 29 86 86
Data source Aerial RGB Aerial BW QuickBird QuickBird IRS P6 LISS llI Aerial RGB Ultra Cam-D | various data
Spatlal. Tm MS, 2.44 m 0.7.m, 235m 0.61m 0.25m
resolution pansharp
minimum 257 ref. 65 points . 50 points in
Reference file 5% of class features (pixels) >00 points class

single trees, or garden. So the errors were caused rather
by wrong object recognition than a wrong classification
This also shows, that manual vectorisation of large hetero-
geneous objects would put more precise in the classifica-
tion accuracy.
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RESUME

Pfesnost a efektivita objektové klasifikace leteckych snimki

Clanek se zabyva objektovou klasifikaci vytezu leteckych
snimki z izemi CHKO Ktivoklatsko v okoli obce Kalinova Ves.
Sledovana je predevsim presnost objektové klasifikace v porovna-
ni s jeji efektivitou, pracnosti a ¢asovou naroc¢nosti zpracovani.
Pro zpracovani leteckych snimkt byly pouzity ndstroje extenze
Feature Analyst pro ArcGIS, pracujici na zékladé vyhledavani ho-
mogennich ploch v ramci obrazu, které odpovidaji kriteriim na-
stavenym pomoci trénovacich ploch a pomoci tzv. rozpoznavani
objekta.

Presnost klasifikace byla stanovena pro jednotlivé sledované
kategorie krajinného krytu pomoci kontingenc¢nich tabulek a chy-
bovych matic na zdkladé referen¢niho souboru objektu, ktery
z hlediska poctu a velikosti objektti odpovidal rozlozeni objekta
v jednotlivych kategoriich. Byla sledovana presnost jak z hlediska
uzivatele (zda vSechny vektorové objekty, které reprezentuji ob-
jekty redlného svéta v ramci jedné kategorie, byly klasifikovany
spravné), tak z hlediska zpracovatele (zda objekty v ramci jed-
né kategorie byly klasifikovany spravné). Zaroven byl definovan
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index efektivity, ktery presnost klasifikace vazi poctem objektl
v ramci kategorie, ¢imzZ je do vypoctu zahrnuta i pracnost a ¢asova
narocnost zpracovani.

Presnost klasifikace byla rozsifena i o tzv. alternativni kategorii
vyuzivanou v ramci fuzzy principu, tedy druhou moznou kategorii,
do které mohl byt objekt zatazen s ohledem na radiometrické hod-
noty definované pomoci trénovacich ploch. Porovnanim vysledku
presnosti klasifikace se zapoétenim alternativni kategorie a bez je-
jiho zapocteni je mozné posoudit Gispésnost rozpoznavani objektil
v jednotlivych kategoriich.

Z hlediska zpracovani je mozné rozdélit vysledné kategorie
krajinného krytu na kategorie, které jsou tvoreny nékolika velkymi
plochami s heterogennim charakterem na obrazovych datech (pole,
les, louky), kategorie, které jsou tvoreny velkym poctem plosné ma-
lych objektt s radiometricky homogennim obrazem (komunikace,
zastavéna plocha), a kategorie, které maji podobnou radiometric-
kou definici jako jiné kategorie a je mozné je identifikovat pouze
pomoci funkce rozpoznavani objektt (zahrada vs. louka, telené
pasy podél toki vs. les).

Obrazové heterogenni kategorie byly klasifikovany v prvni
fazi a pro nasledné zpracovani byly z klasifika¢ni masky odstra-
nény. Z porovnani presnosti se zapocitanim alternativni kategorie,
presnosti bez jejiho zapocitani a s efektivitou klasifikace vychazi,
7e z hlediska pracnosti a ¢asové naro¢nosti (s ohledem na rozsah
zpracovavanych dat) je vhodnéjsi vytvorit vektorovy obraz téchto
kategoril pomoci manualni vektorizace. Oproti tomu plo$né malé
aradiometricky homogenni objekty jsou poté v obrazovych datech
identifikovany bez pracného nékolikanasobného definovani tréno-
vacich ploch, ¢asové ndro¢né vicendsobné iterace a rozpoznavani
objektil. Z hlediska pfesnosti zpracovani jsou vysledky dosazené
pomoci extenze Feature Analyst porovnatelné s vysledky, které byly
dosazeny v pracich jinych autora.



