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UBER PSEUDOHOMONYMIE

OTA WEINBERGER

Problemstellung und Ziele unserer Untersuchung

Es ist eine bekannte — und wohl kaum von jemand bezweifelte — These, daf3 die
Nationalsprachen reich an Mehrdeutigkeit (Homonymie) sind. Diese Erscheinung
ist der iiblichen Darlegung nach in der Sprache so verbreitet, daf3 es beinahe un-
verstindlich ist, dal die Nationalsprachen trotzdem in der Praxis des alltdglichen
Lebens (und mit einigen Beschréankungen sogar in weiten Gebieten der Wissen-
schaft) beinahe fehlerlos als Kommunikationsinstrument und als Denkbasis fun-
gieren. Man erkldrt diese Tatsache meist durch Hinweis auf die bedeutungsbe-
stimmende Rolle des Sprachkontextes und der praktischen Lebenssituation. Wenn
man die Sprache vom informationstheoretischen Gesichtspunkt aus betrachtet,
kann man durch den Hinweis auf die Redundanz der nationalsprachlichen Aufie-
rungen eine Erklirung fiir die richtige Funktion der Sprache trotz Homonymie zu
geben versuchen. _

Der Hinweis auf die bedeutungsdeterminierende Funktion von Kontext und
Situation ist zwar sicherlich berechtigt, doch &uflerst vage; man erklirt hierdurch
keineswegs mit Prizision den Mechanismus dieser Determination, d.h. es wird
hierdurch noch nicht verstindlich, wie diese Bedeutungsbestimmung zustande
kommt. Uns wird hier weniger die Auswirkung der praktischen Situation, in der
die AuBerung stattfindet, interessieren — obwohl es auch hier interessante Probleme
geben mag —, als vielmehr die Rolle des sprachlichen Kontextes. Der blofie Hinweis
auf den Sprachkontext erklart noch nicht, wie und wann Mehrdeutigkeit im Kon-
text verschwindet, resp. wann sie bestehen bleibt. Dafl manchmal das Eine,
manchmal das Andere der Fall ist, ist offensichtlich.

Wir stellen uns deswegen in diesem Aufsatz die Aufgabe, zu zeigen, wann Homo-
nymie nur Scheinhomonymie ist, d.h. unter welchen Bedingungen gleiche Aus-
driicke in verschiedener Bedeutung angewendet werden konnen, ohne daf} die
Mitteilung mehrdeutig oder logisch fehlerhaft wird.!)

Erwigungen iiber die Redundanz der Mitteilungen konnen die Frage, wann Aus-
driicke gleicher Gestalt verwendet werden konnen, ohne daf’ Mehrdeutigkeit ent-
stinde, nicht beantworten. Die Redundanz bei der sprachlichen Kommunikation
ist eigentlich nicht bedeutungsdeterminierend — aufler darin, dafs sie Ubermitt-

1) Es wird sich natiirlich nur um hinreichende Bedingungen handeln. Wir behaupten nicht —
denn wir kénnten dies nicht begriinden -, daB nur in den Fillen, welche wir angeben werden,
Pseudohomonymie auftreten kann.
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lungsverzeichnung iiberwindet, denn redundant ist die Nachricht nur dann, wenn
die betreffenden Momente keine semantischen Unterschiede erzeugen. — Die
Messung und Beurteilung der Sprache als redundant bewegt sich auch in einer
anderen Ebene als die Untersuchung der Mehrdeutigkeit von Ausdriicken. Die
Redundanz ist eine mengentheoretische Bezichung zwischen dem Sprachaus-
druck und dem auszudriickenden Gedanken (dessen mengentheoretische Struktur
vorliegen muf}). Redundante Teile der AuBerung kénnen ohne Bedeutungsinde-
rung weggelassen oder hinzugefiigt werden. Sie sind also nicht f ahig Mehrdeutig-
keit wegzuschaffen. Mehrdeutigkeit kann nur durch Anderung der semantischen
Regeln (inklusive Strukturregeln) beseitigt werden. |

Unsere Untersuchungen sollen auch einige allgemeine sprachtheoretische
Thesen begriinden, insbesondere folgende Behauptungen : _

a) Die semantischen Regeln bestehen nicht nur in der Zuordnung von Bedeutung
zu den einzelnen Zeichen; auch die Strukturregeln, welche die Anwendung des
Zeichens im Kontext, bestimmen, bieten Moglichkeiten der Bedeutungsbestim-
mung, resp. der Unterscheidung verschiedener Bedeutungen. Es koénnen also
durch unterschiedliche syntaktische Regeln fiir die Anwendung derselben Zeichen
Bedeutungsdifferenzierungen festgelegt werden.

. b) Man kann Bedeutungsunterschiede in die Sprache nicht nur durch

unterschiedliche Zeichen einfiihren; auch durch Einfiihrung syntaktischer Re-
geln, welche auf Grund von Verschiedenheit der Verbindung von Zeichen oder
auf Grund der Spaltung der Anwendungsbereiche arbeiten, kommen Differenzie-
rungen sustande. '

Anmerkung

Bekanntlich ist es eine der grundlegenden Voraussetzungen jeder automatisierten Behandlung
von Texten die Strukturrichtigkeit von Ausdriicken (Sdtzen) und deren semantische Bestimmun-
gen formal entscheiden zu kénnen. _

Linguistische Erwigungen, welche auf maschinelle Ubersetzung oder andere Anwendung von
Automatisierungsmitteln hinstreben, sind bemiiht, alles ausdriicklich aufzudecken, was bei der
- menschlichen Anwendung der Sprache eventuell nur gewohnheitsmaflig, ohne ausdriicklich fest-
gesetzte Regeln vor sich geht, hauptsichlich jene Momente, welche an formale Eigenschaften der
Sprache ankniipfen. Weiters sucht man ausfindig zu machen, was nicht durch an Formmomente
ankniipfende Regeln bestimmt werden kann, denn dies bildet eine gewisse Grenze (oder wenigstens
eine ernste Hemmung) fiir die Automatisierung. Unsere Studie geht in dieser Richtung und will

zeigen, daf3 Homonymie oft durch an formale Momente ankniipfende Regeln Uberwunden werden
kann. " | "

Besondere Wichtigkeit erlangt die Frage der formalen Determination der Inter-
pretation von Mitteilung bei der Behandlung juristischer Texte und bei den Be-
strebungen Automatisierung in den Bereich des Rechtslebens einzufiihren. Aus
diesem Grunde reihen wir diese Studie in diese Sammelschrift ein.
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Das Idemz'té'tsprinzz}i und seine Bedeutung fiir die S prdchkammum'katz’m

Die sprachliche Verstindigung griindet sich auf gewissen Prinzipien, welche
selbst nicht Bestandteile der Mitteilung sind, welche jedoch bei der Kommunika-
tion vorausgesetzt werden miissen. Die kommunikationstheoretische Analyse muf3
diese dem Kommunikationsprozef3 zugrunde liegenden und meist nicht ausdriick-
lich gegebenen Konventionen herausschéilen und klar aussprech:n. Eines der
fundamentalsten Prinzipien ist wohl der sprachtheoretische Grundsatz der Iden-
titdt. Er kann uhgefihr in folgender Weise formuliert werden: Im Rahmen einer
bestimmten Erwigung (eines Gedanksystems) muf} jeder Ausdruck von bestimm-
ter Form konstante Bedeutung haben —und bei korrekter Verstindigung — von den
Gespriachspartnern in gleicher Bedeutung verstanden werden. (Das interessante
Problem, wie dlese Uberemstunmung zustande kommt, steht hier nicht zur Diskus-
sion).

Anmerkung

Das Identititsprinzip wutde oft in ganz anderer Weise aufgefafit, und zwar im wesentlichen in
zweierlei Art und Weise: als ontologisches Prinzip oder als Wahrheitsbeziehung, ndmlich als Selbst-
implikation vom Typus p — p, die tautologisch wahr ist.2)

Sowohl die ontologische Auffassung des Identititsprinzips als auch die Auffassung als Selbst-
implikation fithrt zu Schwierigkeiten. Daf} jede Sache im Augenblick und in derselben Beziehung
mit sich selbst identisch ist, besagt kaum etwas Belehrendes; wird das ontologisch aufgefaite Iden-
titdtsprinzip ohne Beschriankung auf einen bestimmten Augenblick ausgesprochen, dann ist es
falsch. Auch die Selbstimplikation hat keine fundamentalere Bedeutung als jede andere allgemein
(tautologisch) giiltige Wahrheitsbeziehung. Wesentliche Bedeutung hat das Prinzip unserer Mei-
nung nach nur als Kommunikationsvoraussetzung.

Wenn wir in diesem Aufsatz zeigen werden, daf3 Zeichen gleicher Gestalt in ver-
schiedener Bedeutung gebraucht werden konnen, tut dies der grundlegenden
Giiltigkeit des Indentititsprinzips keineswegs Abbruch. Es wird sich nur zeigen,
daf} die Bedeutung der Ausdriicke nicht nur durch direkte bedeutungsbestimmen-
de Festsetzungen gegeben ist, sondern auch durch Festsetzungen iiber Zusammen-
setzungen und Anwendungsbereiche. M.a.W. die Bedeutung von Ausdriicken ist
nicht blof} als Relation zwischen dem formal bestimmten Ausdruck und der ihm
zugeordneten Bedeutung anzusehen, sondern als Beziehnung zwischen dem Aus-
druck, seinen Anwendungregeln und der Bedeutung des Ausdrucks.

Bedeutungsdeterminierende Momente homonymer, resp. pseudohomonymer Ausdriicke

-Wir wollen nun versuchen uns eingermafien klar zu machen, was fiir Momente
zur Determination sonst mehrdeutiger Ausdriicke dienen konnen, wenn auch die
meisten dieser Momente aufierhalb unserer Betrachtung bleiben werden.

a) Die den Kommunikationspartnern bekannte Sachlage, in welcher die Mittei-

2) Vergl. Weinberger, O. - Zich O.: Logika, 3. vyd., Praha 1965, S. 228 u.f.
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lung stattfindet. Die Kenntnis der Situation kann auf direkter Beobachtung beru-
hen, sie kann aber auch selbst ein Ergebnis von vorheriger oder nachfolgender
Kommunikation sein, und zwar zwischen denselben oder anderen Partnern.

b) Das Vorwissen. Es ist nichts Seltenes, dafl der Mitteillungsempfianger schon
vor der Mitteilung iiber den Gegenstand der Nachricht Vorkenntnisse hat, gege-
benenfalls, daf3 er nur eine Entscheidung zwischen den Elementen einer relativ

kleinen Klasse von Moglichkeiten erwartet.
c¢) Der semantische Kontext, worunter wir jene Bestandteile der betrachteten

Mitteilung verstehen, welche zur Erlduterung des in Erwigung stehenden Aus-
drucks dienen sollen (Definitionen oder andere Ausdruckserklarungen).

d) Formbeziehungen, welche in den Formungsregeln der Sprache zum Aus-
druck kommen. |

e) Bestimmung der Verkniipfungsbereiche. Besonders in den Nationalsprachen
gelten gewisse Regeln, resp. Sprachgewohnheiten, die Beschrinkungen festlegen,

welche Ausdriicke miteinander verbunden werden diirfen.
f) Erlauternde Analogien. Das Vorwissen der Kommunikationspartner iber

verwandte Gegenstinde kann eine Grundlage fiir Analogien bieten, welche das
Verstindnis der Mitteilung erleichtern. Eine dhnliche Rolle spielen Interpreta-

tions gewohnhelten
g) Wenn wir ein System von Mittellungen als formales Ganzes betrachten, bleibt

die Frage der Bedeutungsbestimmung des Systems durch Zuordnung eines pas-
senden Modells bestehen. Dies ist ndmlich eine Bestimmung, welche durch das

formal gegebene Kommunikat noch nicht gegeben ist, sondern erst durch eine
semantische Zuordnung gegeben werden kann; durch diese semantische Zuord-

nung wird das formale System erst in seiner Bedeutung bestimmt (verschiedene

Interpretationen eines bestimmten abstrakten Systems).

h) In'der lebendigen Kommunikation durch miindliche Unterredung stofien wir
oft auf schwer zu definierende Momente, welche die Bedeutung der Mitteilung,
resp. des Ausdrucks, ndher bestimmen. Hierher gehort Mimik, Intonation der
AuBlerung und eine Menge dhnlicher Momente.

Unsere Untersuchungen werden sich blofl mit solchen Momenten befassen,

welche wir unter lit. d) und e) angefiihrt haben.

Selbstandige und unselbstandige Ausdriicke

Wenn man das Problem der Pseudohomonymie in dem uns vorschwebedem
Sinne studiert, ist die Unterscheidung selbstindiger und unselbstindiger Aus-
driicke wichtig. '

Ausdriicke (Zeichen oder Zeichenreihen) der Sprache S bezeichnen wir als

selbstéindige Ausdriicke in S genau dann, wenn sie ohne Hinzufiigung ergénzender
Zeichen sinnvoll in der Sprache S gebraucht werden konnen. Unselbstdndige
Ausdriicke treten in der Sprache nur in Verbindung mit anderen Ausdriicken auf.
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Anmerkung

Man vergleiche hierzu die Unterscheidung der Scholastiker zwischen den Kategoremata und
Synkategoremata; weiters Church’s Gegeniiberstellung der eigentlichen Zeichen (proper symbols)
und der uneigentlichen Zeichen (improper symbols)?). Unsere Unterscheidung zwischen selbstdn-
digen Ausdriicken deckt sich nicht ganz mit diesen Unterscheidungen.

Ob ein bestimmter Ausdruck der Sprache S als selbstindiger Ausdruck oder
aber als unselbstindiger Ausdruck anzusehen ist, hiingt von den Sprachregeln ab.
Diese Regeln sind nicht immer scharf und eindeutig gegeben. Bei den durch
kiinstliche Konvention konstituierten Sprachen ist es Sache der Festsetzung,
welche Ausdriicke als selbstindig und welche als unselbstindig zu behandeln sind.
In den natiirlichen Sprachen ist es oft schwierig, hier eine eindeutige Entscheidung
zu fallen. Der Satz ,,Dieses Blatt ist griin” kann z.B. 1n verschiedener Weise
analysiert werden. Man kann ,,dieses Blatt” und ,,griin” als Namen auffassen und
als selbstindige Ausdriicke ansehen und ,,ist” als unselbststindigen Ausdruck,
oder aber kann man ,,dieses Blatt’’ als Namen an$ehen und ,,ist griin’’ als unselb-
stindigen Pridikatausdruck betrachten. (Hierbe1 bleibt noch die Frage der Selb-
standigkeit der Namen offen; auch hier kommen verschiedene Auffassungen In
Betracht. Wir wollen uns jedoch mit diesem Problem hier nicht befassen.)

Fiir unsere Zwecke erscheint es notig, einen relativisierten Begriff der Selb-
standigkeit einzufiihren. Fiir die Untersuchung der Scheinhomonymie wird ent-
scheidend sein, ob der betrachtete Ausdruck gerade in der untersuchten Auflerung
selbstindig oder unselbststindig auftritt, nicht nur ob er iiberhaupt selbstindig .
auftreten kann. Ein Ausdruck tritt in einer bestimmten Auflerung selbstéindig aut,
wenn er in dieser Auflerung ohne Erginzung durch hinzutretende Ausdriicke ein
Bedeutungsganzes bildet. Steht aber ein (eventuell an und fiir sich selbstindiger)
Ausdruck in der betrachteten Auflerung als unselbstindiger Bestandteil eines
komplexen Ausdrucks, bezeichnen wir ihn als unselbstindig gebraucht.

Bei selbstindigen, resp. selbstindig gebrauchten Ausdriicken kommt Bedeu-
tungsdetermination durch formale Beziehungen zu anderen Ausdriicken der
AuBerung, durch Betrachtungen iiber die Verbindungsbereiche kaum 1n Frage.
(Andere bedeutungsdeterminierende Momente konnen hier natiirlich sehr wohl
auftreten, z.B. Bestimmung der Bedeutung durch Vorwissen oder durch Kenntnis
der Situation.) Den Kern unserer Untersuchungen werden also unselbstindige
und unselbstindig gebrauchte Ausdriicke bilden, bei denen Erwagungen tiber
Pseudohomonymie voll am Platze sind.

Der Pseudohomonymiebegriff — Einige Beisprele von Pseudohomonymie

Unter Pseudohomonymie werden wir Folgendes verstehen: Wenn ein Zeichen
der Sprache S von gegebener Gestalt — sagen wir ,,u" - in der Sprache S 1n ver-
schiedenen Bedeutungen verwendet werden kann, ohne dafl Zwei- oder Mehr-

3) Siehe Church, A.: Introduction to Mathematical Logic, Princeton 1956, S. 32.
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deutigkeit des Zeichens o entsteht, nennen wir « pseudohomonym (scheinmehr-
deutig) in der Sprache S. Hierbei miissen die bedeutungsdeterminierenden Mo-
mente logischsprachlichen Charakter haben, d.h. die Eindeutigkeit der pseudo-
homonymen Ausdriicke beruht ausschliellich auf Sprachregeln, nicht auf aufler-
sprachlichen Umstinden.

Es 1st nicht einfach, eine passende Systematik der emzelnen Fille von Pseudo-
homonymie aufzustellen. Deswegen beginnen wir unsere Darlegung mit einigen
moglichst einfachen und dadurch von selbst einleuchtenden Beispielen Erst spiter
- werden wir eine gewisse Ubersicht zu erlangen suchen und einige allgemeine
Thesen aufstellen.

a) Das Sprachkonstitutionssystem des Priadikatenkalkiils wird oft in der Weise
bestimmt, dafl man die Pridikate mit den Buchstaben F, G, H, ... bezeichnet,
wobe1 F., F.., F..., ... verschiedene Préadikate ausdriicken. (Die Punkte nach dem
Zeichen ,,F”’ rdaumen Leerstellen ein, sie sind jedoch keine Bestandteile des Pridi-
katzeichens, denn in dem mit dem betreffenden Pridikat gebildeten Satze (der
Aussage oder der Aussageformel) kommen die Punkte nicht vor.) ,,F” hat also
mehrere — und wenn man die Leerstellenanzahl nicht begrenzt, sogar beliebig
~ viele — Bedeutungen, welche durch die Anzahl der Leerstellen im Schema, resp.
durch die Anzahl der durch erginzende Argumente besetzten Stellen, eindeutig
gemacht wird. Hierbei wird vorausgesetzt, daf3 ein Pridikat als unselbstindiger
Ausdruck von n Leerstellen von einem Pridikat mit m Leerstellen immer ver-
schieden ist, wenn 7 == m. Um hier das Zeichen ,,F” in verschiedener Bedeutung
je nach der Stellenanzahl als eindeutigen Ausdruck verstehen zu konnen, muf3
man die Sprachregel kennen, dafl die dem Pridikat unmittelbar nachfolgenden
Namen dessen Leerstellenanzahl entsprechen und daf3 das Pridikat je nach seiner
Stellenanzahl als verschieden zu betrachten ist. Dies ist offensichtlich keine Selbst-
verstandlichkeit, denn wenn wir z.B. nur einstellige Pradikate zulassen, dann er-
schemen Ausdriicke von der Form Fxy nicht als Sitze mit einem anderen Pridi-
kat, sondern als strukturfalsche Ausdriicke, wenn y allein nicht als Satz auftreten
kann. |

b) In der iiblichen Schreibweise der Logik werden Klammern oft in verschie-
dener Rolle beniitzt: als Interpunktionszeichen zur Ausdrucksgliederung, als
Symbol zur Bildung der Bezeichnung des Ergebnisses der zwischen den Klam-
mern stehenden Operation, als Ausdruck des All-Quantors, als Mittel zur Ab-
grenzung des Quantorbereichs usw. Die Funktion der Klammern wird durch ihre
formal bestimmte Stellung zu anderen Ausdriicken eindeutig. Es kann jedoch
vorkommen, daf} die Klammern an einer gewissen Stelle gleichzeitig mehrere ver-
schiedene Funktionen haben. Z.B. im Ausdruck “

(x) (Fx v Gx) & Hy

gliedert das zweite Klammernpaar den Ausdruck und es bestimmt gleichzeitig den
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Quantorbereich des All-Quantors. Dies beruht eigentlich schon auf einer Klam-
merneinsparregel. Hier handelt es sich darum, daf3 gewisse Zeichen gleichzeitig in
zwei Bedeutungen stehen (was nicht mit Zweideutigkeit verwechselt werden darf).
Dies ist bei Klammern nur dann moglich, wenn sie in beiden Fillen dieselben
Grenzen setzten. ~

¢) In der Logikliteratur ist die Mehrdeutigkeit des Wortes ,,ist” oft besprochen
worden. Man kann nicht daran zweifeln, daf3 dieses Wort (und andere vom Zeit-
wort ,,sein’’ abgeleitete Worte) in der Nationalsprache mehrdeutig ist; es fungiert
wenigstens in folgenden Bedeutungen: als Definitionspartikel, als Zeichen der
Gleichheit oder der Identitit und als Kopula, wobei wieder zwei verschiedene
‘Bedeutungen wohl zu unterscheiden sind, némlich die Anwendung des ,,ist” als
Zeichen fiir die Mitgliedschaft eines Elements in einer Klasse (class-membership)
und als Zeichen fiir die Inklusionsbeziehung zwischen zwei Klassen. Betrachten
wir jetzt nur das ,,ist” in den beiden verschiedenen Bedeutungen als Kopula. Die
Bedeutungsverschiedenheit ist klar und kann als unbestreitbar angesehen werden.
Dagegen erscheint die Frage berechtigt, ob es sich bei Anwendung der Kopula
,,ist” in den zwei angefiihrten Bedeutungen um Homonymie oder nur um Schein-
homonymie handelt. Wenn man voraussetzt, dafl von jedem Namen der Sprache S
bekannt ist, ob er ein Name eines Elements-oder der Name einer Klasse ist, er-
scheint die Anwendung des ,,ist” in den beiden Bedeutungen als blofie Scheinho-
monymie: Es kann nimlich in S folgende Bedeutungsregel aufgestellt werden,
welche zur eindeutigen Anwendung des ,,ist” als Kopula fiihrt. (Hierbei miissen
natiirlich die anderen Bedeutungen des ,,ist” als ausgeschlossen betrachtet werden.)
Ist das erste Argument der Kopula ,,ist” ein Elementname, das zweite emn Klasse-
name, dann und nur dann bedeutet ,,ist” Mitgliedschaft in der Klasse; sind beide
Argumente Klassenamen, dann und nur dann bedeutet ,,ist” Klasseninklusion.

Problematisch ist die Sache nur dann, wenn es sich um einen Individualnamen
oder um die aus diesem Element bestehende Einheitsklasse handelt. Hier besteht das
" Problem, wie z.B. der Satz ,,Sokrates ist ein Philosoph” aufgefafit werden soll. Das
Wort ,,Sokrates” kann hier als Elementname oder aber als Name einer Einheits-
klasse stehen. Welches von beiden der Fall ist, mufl man wissen, wenn Zweideutig-
keit der Kopula vermieden werden soll. Im ersten Fall wird némlich die Mitglied-
schaft von Sokrates in der Klasse der Philosophen behauptet, in dem zweiten Fall
die Inklusion der Sokratesklasse in der Klasse der Philosophen.

Anmerkungen

Vergl. Quine, Willard Van Orman: Mathematical Logic, Cambridge 1955, S. 122 u. f. Quine
verwendet ., in zwei Bedeutungen als Zeichen fiir das classmembership zwischen Element und
Klasse und als Identititszeichen zwischen Klassen, je nachdem was fiir ein Ausdruck als erstes
Argument von ,,€* auftritt. Da der Variabilitdtsbereich der Verédnderlichen gleichzeitig Element-

namen und Klassenamen enthilt, driickt hier ,,e*“ einen Zusammenschluf3- (Konglomerat-) begriff
aus. — Siehe S. 276, S. 279 u. {.
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d) Die metasprachlichen Namen von Ausdriicken bildet man gewohnlich da-
durch, dafl man den Ausdruck, dessen Namen man bildet, zwischen Anfiihrungs-
zeichen setzt. Man kann jedoch metasprachliche Aussagen auf Grund passender
Konvention ohne diese Zeichen fiir Namen von Ausdriicken der Objektsprache S
bilden. Dies sei an einem Beispiel erldutert.

»B —.“seil ein Pradikat der Metasprache Sy, iiber die Objektsprache S, welches in
Worten ,, — bezeichnet . “ gelesen werden kann. Man kann nun den Gedanken, dafl
»% - ein Zeichen (ein Name) fiir sein Denotat ist, in zweierlei Weise ausdriicken :

1. auf Grund der iiblichen Konvention, dal man durch Anfiihrungszeichen
einen Namen des eingeschlossenen Ausdrucks bildet, konnen wir schreiben:

B, 0t

2. wenn man festsetzt, daf§ die durch einen Strich eingeridumte Leerstelle so
zu verstehen ist, dafy die Aussage nicht iiber das Denotat des dort stehen den Na-
men pradiziert, sondern iiber den Ausdruck (den Namen) selbst, dann kann man

schreiben:
Boox

In der zweiten Schreibweise ist das Zeichen ,,x* scheinhomonym, denn an der
durch den Strich eingerdumten Leerstelle, d.i. an der ersten Stelle, bedeutet es
etwas anderes als an der zweiten.

Homonymie kommt hier jedoch nicht zustande, denn die Bedeutungsunter-
scheidung zwischen den Zeichen ,,«* an den beiden Plitzen ist eindeutig und
in formal entscheidbarer Weise durch unser Wissen iiber das Pradikat ,,B—.* ge-
gebenen.?) '

Es ist, so scheint es uns, wesentlich, dafl man die Niederschrift von Aus-
driicken oft in gewisser Beziehung formell vereinfachen kann, wenn man passende
Konventionen fiir die Niederschrift im Sinne fiihrt. Ein bekanntes Beispiel sind
die Klammerneinsparregeln. Da uns die Sache auch fiir unsere Problematik als
wichtig erscheint, seien noch weitere Beispiele angefiihrt. |

¢) Wenn man ein Aussagenkalkiil mit den Funktoren &, v, hat, kann man iiber-
einkommen, dafl man dort, wo das Zeichen ,,&* stehen sollte, iiberhaupt kein
Zeichen schreiben wird. Man schreibt dann also statt ,,p& ¢ einfach ,,pg‘‘. Dies
ist natirlich nur dann moglich, wenn die anderen zweistelligen Funktoren ausge-
schrieben werden und wenn vor dieser vereinfachenden Konvention die Zeichen-
folge ,,pq* kein strukturrichtiger Ausdruck der Sprache war. Homonymie kommt
hier nicht einmal dem Anschein nach zustande. Gewisse semantisch relevante Tau-
schungen koénnen jedoch auftreten, wenn man sich dessen nicht bewuflt ist, dafl
es sich hier mehr um eine schreibtechnische Umgestaltung, resp. Vereinfachung
handelt, als um einen Unterschied des ausgedriickten Gedankens selbst. (In dem

1) Vergl. Weinberger, O.: Philosophische Studien zur Logik. I. Einige Bemerkungen zum Be-
griff der Identitit, Rozpravy CSAV, Praha 1964, S. 6.
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eben angefiihrten Beispiel konnte man natiirlich ebenso gut das ,,v statt des
,, & auslassen.) =

f) Im zweiwertigen Aussagenkalkiil kann man den positiven und den negierten
Satz ohne dafl irgendein sachlicher Unterschied bestiinde je nach Festsetzung in
folgenden verschiedenen Formen niederschreiben:

1. p, § (die geldufige Form, wo fiir das Negat ein Zeichen eingefiihrt ist, der
positive Satz ohne besonderes Zeichen steht) -

2. p, » (es wird sowohl fiir den positiven als auch fiir den negierten Satz ein
Unterscheidungszeichen verwendet) |

3. p, p (es wird nur fiir den positiven Satz ein Zeichen verwendet, nicht aber
fiir das Negat)

g) Ahnlich steht es mit den Moglichkeiten die Kopula auszudriicken. Da die
Kopula alternativ zwei Werte (ist — ist nicht) annchmen kann, haben wir im wesent-
lichen drei Wege, sie aufzuzeichnen: a) durch zwei Ausdriicke (z.B. im Tschechi-
schen: je—neni); b) die positive durch einen leeren Platz, die negative durch einen
verneinenden Ausdruck (z.B. im Russischen: — — nét); c) die positive Kopula
durch ein Zeichen, die negative ohne Zeichen (dieser logisch mogliche Weg ist
wohl in keiner Nationalsprache realisiert).

Es zeigt sich hier, dafl Positiv und Negat hier nur relativ zu einander Bedeu-
tung hat. Die iibliche Schreibweise lifit dies nicht ganz klar erkennen.

h) Ein analoges Problem zeigt sich in der Sollsatzlogik (deontischen Logik). Hier
konkurrieren im wesentlichen zwei Formen, wie die Niederschrift von Sollsiatzen
und Aussagen einander gegeniibergestellt werden. Man schreibt die Aussage p,
den Sollsatz !p, oder aber A (p) und S(p). (Der mogliche Weg, nur ein besonde-
res Zeichen fiir die Aussage, nicht aber fiir den Sollsatz, zu verwenden, kommt
in der Praxis kaum vor.) Beide Schreibweisen sind logisch gleich berechtigt. Die
Symbolik p, !p kann jedoch zu der unrichtigen Vorstellung verfiithren, dafy der
Sollsatz !p die Aussage p enthilt, oder dafl er durch eine Operation mit dieser
Aussage gebildet ‘wird. Das Band zwischen beiden Satzarten ist der sachverhalt-
beschreibende Inhalt, der jedoch in der Aussage und im Sollsatz in verschiedener
Weise gesetzt wird. Betrachten wir nun die Sache vom Standpunkt der Homo-
nymitétsfrage: ,,p” als selbstindiger Ausdruck und ,,p”’ als Bestandteil des Aus-
drucks ,,!p”” bedeuten nicht dasselbe, das Zeichen ,,p”’ driickt in beiden Fallen
nicht denselben Gedanken aus. |

Hier zeigt sich die Rolle der Technik der Ausdrucksformung (in Verbindung
mit Anwendungsfestsetzungen) fiir die Semantik und fiir die philosophische Inter-
pretation von Ausdriicken und Ausdrucksformen. ‘Wenn der Bereich der Moglich-
keiten bestimmt ist und in irgendeiner Weise der Platz fiir eine Zeicheniibermutt-
lung eingeridumt ist, ist auch der zeichenfreie Raum ein Zeichen. (Dies ist eine
einfache Erkenntnis der Informationstheorie: man erhilt dieselbe Information
durch ein Signalsystem, welches bei normaler Funktion des Systems nichts meldet
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und im Falle des Versagens des kontrollierten Systems ein rotes Licht einschaltet,
wie durch ein Signalsystem, welches bei richtiger Funktion weif§ leuchtet, und bei
Versagen das weifle Licht in ein rotes umschaltet.) Zu Pseudohomonymie kann
es bei Strukturen analoger Art wie p — !p kommen, wo das Zeichen »p’ einmal
als ganze Aussage, ein anderes Mal als blof3 inhaltsbeschreibendes Symbol aut-
fritt. Es besteht hier die Gefahr, daf die Beschreibung mit der Behauptung des be-
schriebenen Sachverhalts (d.i. der Aussage) gleichgesetzt wird.

Nun kommen wir zu Beispielen ganz anderer Art, bei denen die Mehrdeutigkeit,
resp. Scheinhomonymie mit der Anwendung von Zusammenschluf3begriffen
(-namen) zusammenhingt. Unter Zusammenschlunamen werden wir Namen |
verstehen, welche ihre Designata durch alternativ gestellte Kriterien bestimmen.

1) Den Begriff des absoluten Werts einer Zahl definiert man z.B. durch folgende

unter disjunkten Umstinden anwendbare Bedingungen: der absolute Wert einer

Zahl a ist; l.wenna >0,a

2.wenna <« 0, —a

j) Nach Gentzen verwendet man das = — Zeichen in zweierlei Bedeutung:

1. als Behauptungszeichen (wenn keine Sitze vor ihm stehen)

2. als Zeichen fiir die Folgerungsrelation (wenn Primissen vor ihm stehen)

In beiden Beispielen kann man dies nicht als blole Anwendung eines Zeichens
in zwei verschiedenen Bedeutungen ansehen, wobei die Bedeutung je nach An-
wendung formal unterscheidbar wire, denn es gelten sowohl fiir den absoluten
Wert als auch fiir das > - Zeichen einheitliche Operationsregeln.

Es muf jedoch hier die Frage aufgeworfen werden, ob solche Namen einen Be-
grifl oder mehrere Begriffe ausdriicken. Hiermit héingt auch die F rage zusammen,
ob hier Mehrdeutigkeit, resp. Scheinhomonymie auftritt. Doch hieriiber spéter.

Wir miissen uns jetzt mit einer sprachlichen Erscheinung befassen, welche wir
Bedeutungsspaltung nennen.

Beginnen wir wieder mit einem Beispiel, bei dem wir von der terminologischen
Festsetzung ausgehen, dafl die Bedeutung der Aussage Urteil heifit.

k) Man schreibt Wahrheit (Unwahrheit) manchmal Aussagen, manchmal aber
Urteilen zu. Es fragt sich nun, welches von beiden richtig, resp.passender ist.
Vom Standpunkt der Probleme, welche uns hier interessieren, ist wohl klar, daf3
Wahrheit einer Aussage ein anderer Begriff ist als Wahrheit des Urteils, denn
Wahrheit als Eigenschaft eines Ausdrucks ist unzweifelhaft etwas anderes als
Wahrheit als Eigenschaft eines Gedankens. Das Pridikat ,,wahr’’ wird also homo-
nym gebraucht. Da man aus dem Satz ,,x ist wahr”’ nicht immer formal entnehmen
kann, ob hier iiber den Ausdruck x oder iiber den durch das Zeichen »X ausge-
driickten Gedanken pridiziert wird, bleibt hier die Zweideutigkeit bestehen.
Ganz schlimm steht jedoch die Sache nicht, denn zwischen der Urteilswahrheit
und der Aussagenwahrheit bestehen folgende Beziehungen:
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Wenn A4; und A4; zwei sinngleiche Aussagen sind und wenn A; (aussagen-)wahr
ist, dann und nur dann ist auch A; (aussagen-)wahr. Alle sinngleichen Aussagen
haben notwendigerweise denselben Wahrheitswert. Ist nun U; das durch die
Aussage A; (oder durch eine beliebige andere mit A; sinngleiche Aussage) ausge-
driickte Urteil, dann gilt: ist 4; (aussagen-)wahr, dann und nur dann ist U; (ur-
teils-)wahr. Es besteht hier also die gedankliche Spaltung der Bedeutung des
Terms ,,wahr’’ in aussagenwahr und urteilswahr.

In den Nationalsprachen gilt nicht, daf3 jeder Ausdruck der bestimmten seman-
tischen Kategorie an jede beliebige Leerstelle dieser Kategorie eingesetzt werden
darf. Es gibt hier verschiedenartige inhaltliche Begrenzungen durch Bestimmung
der verbindbaren Bereiche. ,,Franz ist tugendhaft.” ,,Die Zahl Acht ist tugend-
haft””. Obwohl beide Sitze dieselbe Struktur haben, wird der zweite Satz in der
Sprache nicht als sinnvoll angesehen. |

1) Nehmen wir an, wir hitten eine dem Deutschen dhnliche Sprache, in der das
Eigenschaftswort ,,treu” in Verbindung mit einem ménnlichen Namen intelli-
gent, in Verbindung mit einem weiblichen Namen schon bedeutet. Sagt man nun
,,Hans ist treu’’ und ,,Eva ist treu”, so driickt zwar das Wort ,,treu” in jedem der
beiden Sitze einen anderen Begriff aus, doch ohne dafl Bedeutungsverwirrung ent-
stehen wiirde. Der Schein, daf3 Homonymie bestehe, entsteht nur dann, wenn man
die Bedeutungsspaltung, welche formell durch die Zasur im Argumentebereich
des Pridikats gegeben ist, iibersieht.

Beachtenswert ist bei dieser Bedeutungsspaltung, daf3 der begriffliche Unter-
schied in den Ausdriicken selbst gar nicht zum Ausdruck kommt, sondern nur in
- den Sprachregeln (also im Wissen der Sprachbeniitzer) verankert 1st. Es kann also
Bedeutungsunterschiede (somit auch Scheinhomonymie) geben, welche dadurch
verursacht ist, dafl es in der Sprache Regeln der Bedeutungsunterscheidung gibt,
welche zwar formal entscheidbare Bedeutungsspaltungen schaffen (auf Grund des
Wissens der Sprachbeniitzer), welche sich aber formal, d.h. in der Form der Aus-
driicke, gar nicht duflern.

m) In gewisser Beziehung dhnelt die in den Nationalsprachen héufig auftretende
Bedeutungsverschiebung und die Anwendung von Attributen in iibertragenem
Sinne diesem schematischen Modell. Die Homonymie wird durch die Disjunktheit
der Gegenstandsklassen vermieden, von deren Elementen das Attribut ausgesagt

werden. kann.

In den meisten Fillen von Bedeutungsverschiebung besteht eine gewisse Bezie-
hung zwischen der ursprunghchen und der ubertragenen Bedeutung, mag dies
eine Ahnlichkeitsbeziehung, oder eine bildlich verstandene Ubereinstimmung sein.
Vom sprachtechnischen Standpunkt aus ist fiir die Umwandlung der Homonymie
in Scheinhomonymie diese Ahnlichkeitsbezichung ganz irrelevant. Entscheidend
ist bloB, ob solche Regeln gegeben sind, dafl formal in eindeutiger Weise entschie-

-
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den werden kann, welche der mtig’lichen Bedeutungen dem (schein-)homonymen

Zeichen an jeder einzelnen Textstelle zukommt.
Wird ein Pradikat von einem Gegenstand (oder ein Attribut von einem bestimm-

ten Hauptwort) in der Weise gebraucht, dafl es hier eine besondere Bedeutung
‘annimmt, die es sonst nicht hat, dann kann hier auf zweierlei Weise die Homonymie
als ausgeschaltet betrachtet werden: a) als besonderer Fall einer Zasur im Variabili-
tatsbereich der Leerstelle (wo also der eine Teilbereich zu einem einzigen Element
zusammengeschrumpft ist), oder b) man kann die beiden Zeichen als ein komplexes
Symbol ansehen, welches nur als Ganzes Bedeutung hat. '

Bei der praktischen Anwendung der Nationalsprachen sind die bedeutungs-
spaltenden Regeln gewohnlich nicht klar und ausdriicklich gegeben. Daher ist

hier die Gefahr von Mif3verstindnissen dann am grofiten, wenn die verschiedenen
Bedeutungen so nahe sind, dafl ihr Unterschied bei oberflichlicher Betrachtung

iibersehen werden kann.

Die Bedeutungsspaltung betrifft je nach dem auftretenden Argument ebenso
die Zusammenschlufinamen (wo ein gemeinsamer Begriff besteht, vergl. den Be-
griff des absoluten Wertes) wie jene Fille, wo kein Zusammenschlu3begriff vor-
handen ist (vergl. unser Beispiel des eigenartigen treu-Begriffes).

Versuch einer Systematik der formalen Bedeutungsdetermination

Wir wollen jetzt versuchen, eine gewisse Systematik der formalen Beziehungen
und der Festsetzungen, die Mehrdeutigkeit von unselbstindigen oder unselbstin-
dig gebrauchten Ausdriicken in blofle Scheinhomonymie verwandeln, zu geben,

ohne uns einzureden, daf} diese Systematik erschopfend sei.
1. Gruppe: Bei Funktoren - inklusive Pridikate — kann als Unterscheidungs-

merkmal dienen:

A. Leerstellenanzahl

B. Leerstellenanordnung
C. der semantische Charakter der einsetzbaren Argumente

D. Spaltung der Variabilitdtsbereiche der Leerstellen

Diese Momente sind in semantischen Regeln, welche auf unterscheidbare
Strukturmomente ankniipfen, so dafl formal entscheidbar ist, welche Bedeutung
das Zeichen an jeder Stelle hat, festgehalten. Sie kénnen schematisch durch gra-
phische Mittel (z.B. Leerstellenanzahl durch Punkte) dargestellt werden; das Ver-
stindnis der Sprache erfordert die Kenntnis der betreffenden Regeln, denn das
Schema ist in dem nach ithm gebildeten Satze nicht mehr direkt vorhanden.

Ad C.: Man kann z.B. ohne Bedeutungsverwirrung zu schaffen ,,-+” in der-
selben Sprache als Additionszeichen mit Zahlenargumenten und als Zeichen fir

die Disjunktion (statt ,,v’’) mit Aussagenargumenten verwenden.
Die Kenntnis der Bedeutung der einzelnen Zeichen geniigt also zur vollen
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Sprachkenntnis nicht; es ist ndtig, auch die Anwendungsregeln und die durch
diese geschaffenen Bedeutungsunterschiede ebenfalls zu kennen.

Zu Fall A. ist, nachdem wir Beispiele schon friiher angefiihrt haben, kein Kom-
mentar notig. |

Fall B 138t sich einfach folgendermafien schematisch illustrieren: o und «.,
oder .. und .f., resp. .. konnen als der Form nach verschieden angesehen
werden (obwohl die Punkte bei der eigentlichen Anwendung dieser Zeichen nicht

- auftreten).

Fall D betrifft die Fille, wo die Bedeutung unselbstindiger Ausdriicke verschie-
den ist, je nach dem, aus welchem Bereich die Argumente eingesetzt werden.
(Vergl. unser Beispiel mit dem eigenartigen treu-Begriff.) Der Funktor (das Pra-
dikat) ist hier oft ein Konglomeratbegriff.

2. Gruppe: Gewisse Konventionen sprachtechnischer Natur iiber den Aufbau
der Ausdrucksreihen fiihren zu formalen Umgestaltungen (oft Vereinfachungen),
welche Unterschiede der Ausdrucksweise, nicht aber Unterschiede des ausge-
driickten Gedankens, sind. Wir sind im Augenblick nicht imstande das Feld dieser
Moglichkeiten zu iiberblicken, doch lassen sich leicht Beispiele anfiihren. Hierher
gehoren Klammerneinsparregeln, Festsetzungen shnlicher Art wie die Lukasie-
wiczsche Schreibweise (hier muf3 man von jedem Funktor seine Leerstellenanzahl
kennen), oder andere Konventionen, welche uns gestatten, Ausdriicke oder Teile
von Ausdriicken wegzulassen. Hierher gehort auch die frither angefiihrte Moglich-
keit, auf Grund von Festsetzungen iiber die Anwendungsweise gewisser Pradikate
ohne Bedeutungsverwirrung Namen einmal als Namen des Denotats, ein anderes
Mal als Pradikationsgegenstand (also in metasprachlicher Bedeutung) zu verwen-
den. Auch Regeln iiber die Anreihung von Zeichen gehoren hierher; sie konnen
insbesondere in Verbindung mit semantischen Unterscheidungen zwischen Aus-
drucksarten Bedeutungsunterschiede eindeutig signalisieren.

Wie hingen diese Momente mit den Fragen der Homonymie und Pseudohomo-
nymie zusammen? Es werden so Zeichenreihen in die Sprache aufgenommen,
welche sonst keine richtig geformten Sitze waren. Mehrdeutigkeit entsteht hier
zwar nicht; dagegen besteht die Gefahr unrichtiger Auffassung; die unrichtige
Interpretation kann hier leicht rein sprachtechnische Momente mit gedanklichen
oder sachlichen vermischen. Homonyme Mifideutungen kommen dort in Frage,
wo infolge von Verkiirzungen teilweise Ubereinstimmung von Ausdriicken zu-
standekommt, ohne daf} in Wirklichkeit Bedeutungsgleichheit der formal gleichen

Teile bestinde.
3. Gruppe: Bedeutungsspaltung und ZusammenschluBnamen (-begriffe). Man
kann Funktoren (Pridikate) in verschiedener Bedeutung, je nach dem Argument,

welches man einsetzt, beniitzen. Wir sprechen hier von Bedeutungsspaltung
durch Teilung des Variabilititsbereichs des Funktors (des Pradikats). Wenn eine
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passende Sprachregel gegeben ist, kann dasselbe Zeichen in Verbindung mit den
Elementen aus dem einen Teilbereich eine andere Bedeutung haben, als mit
Argumenten aus einem anderen Teilbereich. Hierbei kann ein gemeisamer Be-
griff — wir nennen ihn Zusammenschluf3begriff — bestehen, oder es bestehen nur
zwel Teilbegriffe nebeneinander . Die ZusammenschluBbegriffe widerstreiten
zwar dem methodologischen Postulat der Homogenitit der Begriffe, manchmal
sind sie jedoch methodologisch vorteilhaft und erlauben einfache Operationsregeln
aufzustellen. s

Fir die Korrektheit der Bedeutungsspaltung ist es immer wichti g, daf3 die.tren-
nenden Bedingungen disjunkt sind, also nicht gleichzeitig auftreten. '

Nun noch einige Bemerkungen iiber Zusammenschluf$namen.

Es sei A ein Zusammenschlufinamen von folgender Struktur:

Wenn «, dann bedeutet ,,4”’ dasselbe wie ,,4:”’

Wenn S, dann bedeutet ,,4”’ dasselbe wie ,,45”

o« und 3 sind nicht gleichzeitig ( « & 8 ).

Hier haben wir einerseits den Konglomeratbegriff, der 4 entspricht (die Exten-
sion des Begriffs ist hier das ganze Feld der subsumierbaren Gegenstidnde, sei es
nun unter der Bedingung « oder der Bedingung f8), andererseits kénnen wir, je
nachdem ob « oder aber f, 4 im Sinne von A4, resp. im Sinne von 4» deuten.
Dann ist 4 ein pseudohomonymer Ausdruck mit der Bedeutung A: (wenn «)
und mit der Bedeutung 42 (wenn f). Beachtenswert ist es, daf3 beide Deutungen
(als Konglomeratbegriff und als Bedeutungsspaltung) gleichzeitig neben einander
bestehen konnen. |

Es scheint uns, dafl eine ausfiihrliche Untersuchung der Konglomeratbegriffe
den verschiedenen Charakter der spaltenden Bedingungen wird unterscheiden
mussen; es scheint uns, dafl insbesondere unterschieden werden muf, ob « und p
formal erkennbare Momente des Sprachkontextes sind, oder aber ob eine formal
nicht erkennbare (z.B. nurlexikal gegebene) Teilungdes Argumentebereichs vorliegt.

Konnen auch nicht disjunkte mit nicht-ausschlieSendem »»oder” verbundene
Merkmale und Bedingungen zur Konstitution komplexer Begriffe logisch ein-
wandfrei verwendet werden ? Wir wissen nicht sicher, ob dies moglich 1st. Jeden-
falls kann aber hier keine Spaltung des Begriffs vorgenommen werden. Im F alle,
daf} hier die Bedeutungen A4; und A» aus irgendwelchen sachlichen Griinden in
der gegebenen Theorie unterschieden werden miissen, erhalten wir fehlerhafte
Bedeutungsvermischung — 4 hat homonymen Charakter, der hier nicht durch
formale Anweisungen in Scheinhomonymie verwandelt werden kann. |

Eine Besonderheit der Semantik natiirlicher Sprachen

Interessant erscheint uns folgende Beobachtung: Wenn man Sprachen, welche
durch ausdriickliche Konvention konstituiert sind, betrachtet, dann fiihrt die Be-
hauptung, daf3 einem Gegenstand eine Eigenschaft zukommt, die ihm den Sprach-
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regeln nach nicht zukommen kann (z.B. x > x), einfach zu einer unwahren
Aussage. Anders steht die Sache in historisch entstandenen Sprachen, z. B. in der
Nationalsprache. Wird hier stindig behauptet, dal ein Gegenstand x; die Eigen-
schaft F hat, dann muf ,,F”’ — wenigstens in Verbindung mit dem Namen ,,x;’’ -
so verstanden werden, daf3 die Aussage ,,x1 hat die Eigenschaft F>’ wahr wird.

Ist F eine in der Sprache schon friiher eingefiihrte Eigenschaft, und kann F in
dieser Bedeutung x1 nicht zukommen, dann wird die Aussage Fx; als regelwidrig
betrachtet und daher als sprachlich falsch abgelehnt, oder aber die Eigenschaft F
wird ihrer Bedeutung nach in die schon friiher bestehende Grundbedeutung und
in die neue spezielle Bedeutung, sagen wir F1, welche F dann und nur dann an-
nimmt, wenn es von x; pradiziert wird, aufgespaltet.

Die Unterschiede zwischen ausdriicklicher Sprachkonvention und der Sprach-
konvention durch Usus machen sich also gelegentlich sehr deutlich geltend. Man
sollte diese Fragen griindlich studieren.

Eimge Schluffolgerungen aus unseren Analysen

Unsere Untersuchungen haben gezeigt, dafl es sehr wohl moglich ist, Zeichen
einer Sprache in verschiedenen Bedeutungen zu beniitzen, ohne dafl Homonymie
entstinde. Hierbei haben wir nur formale Bestimmungsmomente, nicht Situations-
momente u.d., und die Auswirkung von Konventionen iiber den Sprachgebrauch
in Rechnung gezogen. Unsere Erwigungen bezogen sich nur auf unselbstand1ge
und unselbstindig gebrauchte Ausdriicke. -

Von entscheidender Wichtigkeit war in jedem Falle, wo die Homonymie nur
als Schein aufgedeckt wurde, die Disjunktheit der verschiedenen Anwendungen,
welche es ausschliefit, dafl das betreffende Zeichen an irgendeiner Stelle in der
Weise auftreten konnte, daf3 nicht erkennbar wire, in welcher Bedeutung es ge-
braucht wurde. (Es ist aber moglich, dafl auf Grund klar erkennbarer Momente
gleichzeitig beide Interpretationen stattfinden konnen. — Vergl. die angefiihrte
Maoglichkeit, Klammern gleichzeitig in zweierlei Rolle zu verwenden, oder die
Moglichkeit, Konglomeratbegriffe als einen Begriff und gleichzeitig als zwei oder
mehrere Begriffe auf Grund von Bedeutungsspaltung aufzufassen.)

Weiters haben wir die Bedeutungsspaltung und die Zusammenschluf3begriffe
studiert. Die Bedeutungsspaltung in bezug auf gewisse eindeutig erkennbare
Momente des Textes zeigt, dafl es Bedeutungsunterschiede in der Sprache geben
kann, von welchen man weify — und wenn man sie kennt, auch formal unterscheiden
kann —, welche aber rein formal, aus den Ausdriicken allein, ohne Kenntnis dieser
Regeln, nicht erkennbar sind. Die Zusammenschluf3begriffe sind durch alternativ
anzuwendende Subsumtionskriterien gekennzeichnet. Die methodologische Be-
deutung der Konglomeratbegriffe besteht darin, daB8 diese Begriffe einheitliche —
und oft relativ einfache — Operationsregeln zu formulieren gestatten. (Dies ein-
gehend nachzuweisen, war nicht mehr Aufgabe unserer Studie.) Sie lassen die
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Interpretation als neuen Begrift ebenso wie die Interpretation durch Bedeutungs-
spaltung zu. Unserer Meinung nach darf man sie jedoch nicht philosophisch als
gin sachlich, resp. gedanklich selbstnidiges Gebilde betrachten, sondern sie miis-
sen als bloSe Zusammenfassung von Teilgebieten oder -begriffen aufgefafit
werden. So darf z.B. der absolute Wert nicht als neue Zahl angesehen werden,
sondern er ist eine Funktion mit Zahlenwerten aus jener Klasse, in welcher er

definiert i1st.
Nicht unwichtig erscheint uns die Erkenntnis, daf§ die Bedeutung von Zeichen

nicht nur durch direkte Bedeutungszuordnung zwischen dem Zeichen und seiner
Bedeutung gegeben sein mufl. Die Bedeutung eines Zeichens kann von den syn-
taktischen Regeln seiner Anwendungsweise in Verbindung mit anderen Zeichen
bestimmt sein, wobei sich einerseits deren Form, andererseits deren Bedeutung
als Unterscheidungsmerkmal auswirken kann. '

Beachtenswert ist die Tatsache, dafl man gewisse Momente, welche man in einer
gewissen Ausdrucksweise durch bestimmte Zeichen ausdriickt, ohne diese Zeichen
ausdriicken kann, wenn man passende Konventionen iiber die Sprache einfiihrt.
Man kann also das ausdriicklich Geduflerte einschrianken, wenn man Festsetzungen
(Wissen iiber die Sprache) vermehrt.

Wichtig ist weiters die Erkenntnis, welche wir durch das Beispiel des konstruier-
ten treu-Begriffs belegt haben, dafi es in der Sprache Bedeutungsdifferenzierungen
geben kann, welche in keiner Weise aus der Form der Ausdriicke ersichtlich sind.
Man kann an den Ausdriicken selbst nicht erkennen, ob eine bedeutungsspaltende
Regel von der Art der Spaltung, die mit unserem treu-Begriff verbunden war,
existiert oder nicht. Man kann dies nur wissen. Die Maschine kann dies also durch
Sprachanalyse nie aufdecken. Wenn jedoch so eme Bedeutungsregel gegeben ist,
dann kann formal (also auch durch die Maschine) entschieden werden, welche
Bedeutung an der betreffenden Stelle gilt.

Da solche Bedeutungspaltungen sich in verschiedenen Sprachen nicht decken,
besteht hier eine wichtige Schwierigkeit fiir den Ubersetzungsautomaten. Er
miiBte das Wort ,,treu’ in Verbindung mit einem weiblichen Wort anders iiber-
setzen als in Verbindung mit einem ménnlichen. Den Unterschied kann die Ma-
schine nur dann finden, wenn die bedeutungsspaltende Regel gegeben ist, und
zwar nicht bloB als Mehrdeutigkeit, sondern als an disjunkte Bedingungen gebun-
dene Bedeutungsspaltung. e

Die Verwandlung der Homonymie in formal entscheidbare Scheinhomonymie
ist ein wichtiger Teil des Weges zur korrekten Ubersetzungsmaschine.

Wir haben gezeigt, dafl in den natiirlichen Sprachen Bedeutungsspaltung ein-
tritt, wenn ein Ausdruck stindig so gebraucht wird, dafl die ihn enthaltenden
Aussagen sonst immer unwahr (oder sinnlos) waren.

Akademiker V. Knapp hat in seinem Buch ,,Uber die Moglichkeit kyberneti-
sche Methoden im Recht anzuwenden® andeutungsweise auf die Schwierigkeiten
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fiir die Automatisierung im Gebiet des Rechts aufmerksam gemacht, welche mit
dem Problem der Textinterpretation verbunden sind.?) Im wesentlichen handelt es
sich um die Frage, ob die Interpretationserwigung formalisiert werden kann.

Wenn es gelingt Bedeutungsunklarheiten einzudammen, nihern wir uns der
vorschwebenden Aufgabe, die Interpretation formal zu bestimmen. In unserer
Studie haben wir auf eine Reihe von Moglichkeiten aufmerksam gemacht, wie
Bedeutunngsdifferenzierung durch Formbeziehungen moglich ist. Dies eroffnet
Wege, die Formalisierung der Textinterpretation weiterzufithren. Es wird hierzu
notig sein, die lexikale Mehrdeutigkeit der Worte moglichst in Eindeutigkeit auf-
zulosen, und zwar mit Hilfe von formalen Beziehungen zu anderen Textelementen,
eventuell in Verbindung mit Bedeutungsspaltungen je nach dem eingesetzten
Argument [vergl. Beispiel 1)].

Unsere Ubersicht der bedeutungsdeterminierenden Momente (S. 278 u. f.) zeigt
jedoch, daf3 die formalen Regeln der Bedeutungsanalyse wahrscheinlich zur ein-
deutigen Interpretation nicht ausreichen werden. (Auch die Textinterpretation
durch den Juristen ist nicht immer eindeutig, doch wird man bei duplex inter-
pretatio die Entscheidung wohl lieber dem Juristen, als der Maschine anver-

trauen.)

- O pseudohomonymii
Souhrn

Hlavnim cilem naeho zkouméni je ukazat, za jakych podminek lze vyrazu tehoz
tvaru u¥ivat v riizném vyznamu, aniZ se zprdva stane homonymni (pseudohomo-
nymie). 5

Autor podava celkovy prehled okolnosti determinujicich vyznam homonymnich,
resp. pseudohomonymnich vyrazii. Uvahy &lanku se véak tykaji jen formélnich
vztahti zakotvenych v pravidlech jazyka a urceni oboru slucitelnosti.

Samostainé a nesamostatné vyrazy. Vyraz jazyka S oznaCujeme za samostatny
v S pravé tehdy, lze-li ho bez doplncni jinymi znaky v S pouZzit jako smysluplného
celku; nesamostatné vyrazy vystupuji v S jen ve spojeni s jinymi Vyrazy.

Vyrazu se uZiva relativné nesamostatne pravé tehdy, tvofi-li v uvaZovanem sd€leni
vyznamovy celek jen ve spojeni s jinymi vyrazy.

Determinace vyznamu formalnimi vztahy pfichédzi v ivahujenu nesamostatnych
nebo relativné nesamostatnych vyrazu.

Pojem pseudohomonymie. Lze-1i znaku o v jazyce S uzivat v ruzanych vyznamech,
aniz vznika dvojznacnost nebo viceznaCnost vyrazu o, nazyvame o pseudohomo-
nymnim v S. Pfi tom musi byt %initelé determinujici vyznam vyrazu o« logicko-
lingvistického charakteru. — Pfiklady: '

5) S. Knapp, V.: O moZnosti pouZiti kybernetickych metod v pravu, Praha 1963, z. B. S. 25.
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a) V jazyce prediktového kalkulu se pouZivd napf. znaku ,,F* k oznadeni riiz-
nych predikatd, které jsou mezi sebou rozliSeny jen poctem prazdnych mist F.,
F..,F...,....Zdeje nutno znit jazykové pravidlo, Ze predikaty jsou rizné podle
poctu prazdnych mist.

b) Razné pouziti zavorek: jako interpunkce k ¢lenéni sledu znakd, jako symbolu
k oznaceni vysledku operace zapsané v zavorkach, jako znaku obecného kvantifika-
toru, k vymezeni dosahu kvantifikitoru aj. Je také moZné, Ze dany par zavorek
zastava zarovenl dvé ruzné funkce, oviem za predpokladu, Ze v obou pfipadech jde
o stejné ohraniCeni.

¢) Kopula ,,j¢° vy]adru]e jednou vztah Clenstvi v tfidé, jindy vztah inkluze mezi
tfidami. (Nepfihlizime zde k jinym vyznamam slova ,,je*‘). Je-li zndmo, zda nazev
je ndzvem elementu anebo niazvem tfidy, je spona ,,je‘‘ jen zdanlivé homonymni:
je-li prvni argument ndzev elementu, vyjadiuje ,,je* Clenstvi v tfide, je-li nazvem
tfidy vyjadfuje ,,je* vztah inkluze. Uréité potize mohou vzniknout u vét typu
,,Sokrates je filosof ““; musime védét, zda subjekt ,,Sokrates* je minén jako prvek
anebo jako jednotkovi tfida (Srov. téZ Quine, W.: Mathematical Logic, Cambridge
1955, str. 122 an.) -

d) Nézvy vyrazu se tvoii obvykle pomoci uvozovek. Vhodnymi konvencemi lze
se viak obejit i v nadjazyce bez zvlastniho oznaceni pro nazvy vyrazi predmétoveého
jazyka. Dohodneme-li se napf., Ze predikat sémantického metajazyka ,,... ozna-
éuje. . .* budeme zapisovat ve formé ,,B -.*“ s tim, Ze vyraz na prvanim prazdném
misté neni chdpdn tak, Ze se predikuje o denotdtu tohoto nazvu, nybrz o tomto
nazvu samotném, pak lze psit ,,Baa‘‘ ve smyslu ,,ndzev ,,2* oznaCujeme «.

e) Mame-li vyrokovy kalkul o funktorech &, v, , lze zavést konvenci, Ze misto
misto ,,» & ¢ 1ze psit ,,pg*“. To lze ulinit jen tehdy, vypisuji-li se vSechny ostatni
dvouargumentové funktory systému. Takové konvence nevedou k homonymii,
mohou vSak vyvolavat klamy.

f) V dvouhodnotovém vyrokovém kalkulu lze vyroky pozitivni a negativni od
sebe odlisit riznym odliSenim zapisu: p, p; p, p, nebo p, p; z toho je patrno, Ze
pozitivnost a negativnost vyroku m4 zde jen relativni vyznam.

g) Sponu lze podobné zapsat dvojici znak je — neni (v ¢eStin€), nulovym znakem
a nét (v rustin€), anebo je — nulovym znakem (coZ asi neni realizovano v zZadném
narodnim jazyce).

h) Vyroky a normativni véty muZeme odliSit riznymi zpisoby: p, !p; 4 V(p),
N (p). Zd4ani homonymity vznikd jen tehdy, chdpeme-li ,,p* jako slozku vyrazu
P ve stejném smyslu jako ,,p*‘ stojici samostatne.

P¥iklady tykajici se konglomeréatnich pojmi, u nichZ designdta jsou urcena ruz-
nymi subsumpcnimi znaky': '

i) Pojem absolutni hodnoty cisla a je deﬁnovan 1 Je-li a = 0 pak absolutni
hodnota a je a, 2. je-li a > 0, pak absolutni hodnota a je —a.

i) Gentzentiv znak ,,> spojuje v sobé dva vyznamy: 1. ma vyznam tvrzeni
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(nestoji-li pred nim Zadna véta), 2. ma vyznam dasledkového vztahu (stoji-li pred
nim néjaké premisy). J

V ptipadech obdobnych poslednim dvéma pifikladim nelze véc chapat prosté
tak, Ze se tu uziva jednoho znaku ve dvou vyznamech, nybrZ jde zde o konstituci
nového poymu, o némz plati jednotna operacni pravidla.

k) Mluvi se n€kdy o pravdivosti vyroka, nékdy o pravdivosti soudu (tj. vyznamu
vyroku). Je zfeymé, Ze pravdivost vyrokl je jina ylastnost, nez pravdivost soudu.
Z vét tvaru ,,x je pravdivé® nelze vzdy jednoznacné rozpoznat, zda se predikuje
0 vyrazu nebo o jeho vyznamu; dvojznacnost je vSak zmirnéna témito skuteCnost-
mi: Jsou-li A; a A; dva vyroky t€hoZ vyznamu, pak maji nutné stejnou pravdivostni -
hodnotu. Je-li A; soud vyjadreny vyrokem A; (nebo libovolnym jinym vyrokem
tehoZz vyznamu), pak ma soud U; hodnotu (soudové) pravdy tehdy a jen tehdy,
kdyz A; ma hodnotu pravdy (vyrokové). Dochazi tu ke st€peni vyznamu terminu
»pravdivy® na pravdivost vyrokovou a na pravdivost soudd.

1) Necht v jazyce jinak shodném s CeStinou adjektivum,,vérny*‘znamena ve spo-
jeni s muzskym jménem inteligentni, ve spojeni s Zenskym jménem krasny. Zde
nevznikd homonymie, nebot césura, v oboru proménnosti prazdn€ho mista zne-
moZziuje zmateni vyznamau.

m) S tim souvisi posun vyznamu; K homonymu tu nedochazi, jsou-li predmetne

oblasti disjunktni. |
Uziva-li se privlastku ve spojeni s urCitym substantivem ve specifickém vyzna-

mu, Ize homonymii vyloucit a) tim, Ze to chapeme za zvlastni pripad rozdéleného
oboru aplikace, ktery determinuje vyznamovou rtiznost, nebo b) lze atribut 1 sub-
- stantivum povazovat za komplexni symbol, ktery ma vyznam jen jako celek.

Vzhledem k tomu, Ze v narodnich jazycich nebyvaji pravidla St€peni vyznamu
jasn¢ udana, je nejveétsi nebezpeci nedorozumeéni pravé tam, kde vyznamy jsou
‘blizké.

Pokus o systematiku formdini determinace vyznamu. 1. U funktora (vCetné predi-
katd) lze rozliSeni opfit: a) o pocet prazdnych mist, b) o uspofadani prazdnych
mist, ¢) o sémantické urceni argumentti, d) o St€peni oboru promeénnosti prazdnych
mist. 2. UrCitymi konvencemi 1ze dosahnout formalnich zmén vyrazi; tyto se ty-
- kaji jen vyrazi, nikoli vyjadienych myslenek. Zdanliva homonymie se mitize vy-
skytnout tam, kde v diisledku zkraceni vyrazu dochdzi ke shod¢€ vyraza, resp. Casti
vyrazil, bez shody vyznamu. 3. St€peni vyznamu a konglomeratni nizvy (pojmy).
Funktorti (predikiti) lze pouZit v rlizném vyznamu podle toho, jaké argumenty
dosazujeme (déleny obor proménnosti funktoru). Konglomeratni vyraz je vyraz,
ktery za podminky o« znamena néco jiného neZz za podminky B, priCemZ se podmin-
ky vzdjemné vylucuji. St€peni vyznamu je logicky spravné jen tehdy, jsou-li pod-
minky determinujici vyznam disjunktni.

O jedné zvlastnosti sémantiRy prirozenych jazyki. Tvrdi-li se v jazycich vystavé-
nych vyslovnou konvenci, Ze pfedmét ma vlastnost, kterou podle jazykovych pra-
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videl miti nemtZe (napf. x > x), vznikd prostc nepravdivy vyrok. V historicky
- vzniklych jazycich (napf. v ndrodnich jazycich) je tomu jinak. Tvrdi-li se zde
stale, ze urlity pfedmét x; mé vlastnost F, pak je nutno vlastnost I (alespon ve
spojeni s x1) chdpat v takovém smyslu, Ze vyrok ,,x1 ma vlastnost F* je pravdivy.
Dochazi tedy k odsStépeni vyznamu terminu.

Nekolib zdvérii z naseho zkoumdni. Ukazalo se, Ze je moZné uzivat vyrazi vriznem
vyznamu, jsou-li podminky pro aplikace v riznych vyznamech disjunktivni. Tim
je totiZ zarudeno, ze se d4 vzdy urcit vyznam vyrazu na kazdém mistc textu. Naproti
tomu je mo¥né, Ze se vyrazu pouZziva zéroveil ve dvou funkcich. - — Stépeni vyzna-
mu ukazuje, Ze mohou existovat vyznamové rozdily v jazyce, ktere nelze zjistit jen
formalnim rozborem vyrazi, které viak lze formélné rozliSovat, kdyZ zname pfi-
sluina sémantické pravidla. Déle jsme studovali konglomeratni pojmy, jejichz me-
todologicky vyznam tkvi v tom, Ze dovoluji formulovat relativné jednoducha ope-
raéni pravidla. Lze je interpretovat jako nove poymy nebo rozstépeni vyznamu vy-
razu na dva pojmy. Nesmime je vSak filosoficky chépat jako vécne nebo pojmove
samostatné utvary, nybrZ jsou sepjetim dvou dil¢ich obort. Napi. absolutni hod-
nota neni novy druh cisla.

Vyznam znakd neni dén jen pfifazenim vyznamu k jednothivému znaku, nybrz
muZe byt uréen i v z4vislosti na syntaktickych pravidlech, jak pouZit vyrazu.

Konvencemi lze nahradit urcité znaky, lze tedy omezit to, co se skutecné vyslo-
vuje, rozsifime-li konvence o jazyce. |

Otdzky formaélni determinace interpretace tvofi jednu z potiZi zavedeni automa-
tizace do oboru prava (v. akad. Knapp, V.: O moZnosti pouZiti kybernetickych
metod v pravu, Praha 1963, str. 25). Ukézali jsme rGzné moZnosti diferenciace
vyznamu vyrazu podle jeho formélnich vztaht k jinym elementim textu. Zde je
cesta k roziifeni moZnosti formalizace interpretace. Zda se vSak, Ze nebude vzdy
mozno interpretaci formalné determinovat.
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