The impact of external institutional shocks on Russian regions
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ABSTRACT

The aim is to assess the susceptibility of the regional economy to shocks associated with unexpected changes in institutional rules, trading instruments, as well as accession to international organizations. The impulse response approach to the study of shocks served as a methodological basis. The authors propose and test a new methodological approach that consists in identifying regions characterized by persistent development or a potential for changing the gross regional product as a response to an external shock impulse. It also allows to determine resonant factors that affect the vulnerability, depth and scale of economic consequences. The study reveals that an external institutional shock influences the economic development of regions in various ways, which is due to a number of vulnerability factors. This leads to the formation of territories that differ in the level of susceptibility to shocks and possess the ability to maintain the trend of economic development.
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1. Introduction

Under conditions of free trade and intensive interaction among countries, external shocks, due to changes in world markets, political events, and institutional rules, affect countries and, in particular, regions. A shock can have different consequences depending on the degree of region’s openness, the level of its development and industrial structure.

An external institutional shock implies unexpected changes in the norms, rules, procedures, and instruments that regulate foreign economic interactions. These changes introduce uncertainty and unpredictability in the reaction of economic subjects (companies, the population) and lead to unpredictable changes in the parameters of regional development, which can be due to the introduction or adjustment of rules in connection with the formation of interstate interaction (for example, customs unions), the accession to international economic organizations (for example, the WTO), and the unexpected application of trading instruments (for example, imposing sanctions).

The authors classified external institutional shocks based on the following criteria:
1) duration (shocks with a limited or unlimited duration);
2) the intensity of the shock impulse (one-time changes or a set of measures; shocks that affect trade and economic relations or investments, or both spheres at the same time).

The practical significance of such a classification is related to the fact that the records of institutional changes causing a shock will allow singling out the following types of shocks: a) Temporary shocks, such as the influence of organizations introduced over a limited period. Theoretically, this kind of shocks do not cause fundamental changes in economic development trends (sanctions are typically imposed for a short period, therefore, sanctions and anti-sanctions are considered temporary shocks. Examples of exceptions are medium-level sanctions against Iran and Russia. b) Permanent shocks associated with a set of institutional changes and having an unlimited duration. These shocks change the institutional regime of foreign economic relations and the trend of regional economic development over a long period (illustrated by the accession of Russia to the WTO, the formation of the Customs Union, and the Eurasian Economic Union).

This article suggests that institutional shocks, as unpredictable events, can cause uneven regional consequences in spatially inhomogeneous large countries, which is due to different sets of economic factors that can strengthen or neutralize the impact of a shock. In other words, the specifics of a regional economy predetermines the scale of consequences (the ability to change or maintain the trend of economic development) and affects the status of the region – ‘vulnerable’ or ‘invulnerable’ to shocks.

An external institutional shock spreads over a regional economy due to the following factors:
1) changes in the institutional rules of foreign trade or foreign investments affect the decisions of companies and the population on production and consumption;
2) there is a change in the scale of foreign trade operations, import and export prices, business activity, as well as the size and rate of GRP growth.

The properties of persistence/non-persistence were used to assess the effects of a shock on regional development. Persistence is viewed as the preservation of the long-term impact of a shock on the dynamics of the gross product, which is manifested in a significant change in the previous pattern of its growth without the possibility of returning to it in the future. Non-persistence is characterized by short-term fluctuations of economic parameters followed by a restoration of the current development trend in the economy. Accordingly, depending on their reaction to institutional shocks, regions are divided into two types: vulnerable and invulnerable. The reaction depends on a specific set of ‘vulnerability’ factors (or factors resonant to a shock).

The economies of a number of countries, including Russia, are currently under the influence of external institutional shocks, namely:
1) the intensification of integration processes and the consistent formation of the Customs and the Eurasian Economic Union, as well as the accession of Russia to the WTO;
2) striking changes in the directions of the trading policy and its instruments: the defensive change in trade barriers during the crisis in 2008-2009, trade and economic sanctions and retaliatory anti-sanctions.

A wide range of external institutional shocks are clearly observed in Russia, a spatially large and heterogeneous country with significant regional inequalities due to natural and climatic conditions, the historical peculiarities of land development and the location of production, regional resources, and transport routes, as well as proximity to major financial centers. The weight of external institutional shocks, in combination with a high level of regional differentiation, predetermines the authors’ interest in studying the impact of shocks on a region based on the example of Russia.

The aim of the work is to assess the consequences of the impact of external institutional shocks on the regional economy in countries with high economic differentiation, using the example of Russia. Differentiation presupposes a significant gap in the level of the socio-economic development of regions. The maximum value of gross regional product per capita exceeds the minimum value of gross regional product per capita 16 times (Bakhtizin, Buchwald, Kolchugin 2017). Regional differentiation, indeed, complicates the process of ensuring the sustainability of the
economic system, which grants the topic of the study with special relevance.

Based on key channels (trade-economic and investment) of the expansion of external institutional shocks in Russia during the period of 2009–2015, the authors identified the factors that indicate the situation of increasing vulnerability. These factors include the diversification level of the industry structure, the level of foreign trade openness, and the activity of investment ties.

2. Literature Review

The study of external shocks intensifies under the conditions of increasing economic openness. The authors of this article used the works of World Bank (2006), Eraydin (2016) and Dominte (2006) as examples, that revealed the impact of changes in world markets and the entire world economy on the stability of economic development. It is especially important to study unexpected institutional changes associated with the rules and instruments of the foreign economic interaction among countries, which is viewed by Shen (2016), Rutherford and Tarr (2006) as an independent factor of destabilizing the economy.

As opposed to deterministic models, the methodological basis for the study of shocks as random influences goes back to the impulse response approach of Slutsky (1937) and Frisch (1933). A shock (impulse) is viewed as a random effect on an economic system, having an exogenous or endogenous nature and triggering the system’s adaptation to the impulse.

The research community generally perceives a shock as the prime cause of cyclical fluctuations in economic activity. The study of the mechanisms of the impulse transfer ‘along the structural connections of the economic system’ (Pilipenko 2011) at the levels of the country and regions is of great scientific interest. In addition to studies of the response to cyclical shocks, there have been attempts to decompose the effects of external impulses, singling out state, industrial and general shocks, as well as idiosyncrasy (hypersensitivity) (Norrbin and Slagenhauf 1996) factors, supply and demand shocks ( Černíková 2010). The methodological basis for the decomposition of the impact of economic shocks goes back to the works of Blanchard and Quah (1989).

Studies on various aspects of an economic system’s (of a country or a region) response to shocks, with differentiation of the nature and source of an impulse, the reaction speed, as well as the factors of sensitivity to shocks and various aspects of a system’s resistance to shocks represent a vast area of research. An analysis of the impact of demand shocks on various EU countries (Černíková 2010) revealed both positive and negative influences. Moreover, against the background of the asymmetry of price reactions, the economies under analysis showed a nearly identical rate of response to shocks. An econometric analysis of the impact of shocks on the regions of Greece (Petrakos and Sycharis 2016) revealed an increase in regional inequalities. It is necessary to point out that developed export-oriented regions better adapted to the economic crisis, and solid integration with the EU market did not improve the regional indicators.

The assessment of the impact of shocks on the level of the national economy, including shocks caused by external factors, requires a wide range of diverse instruments for analysis, the most popular of which is the vector autoregression method (Crescenzi et al. 2016; Pesaran et al. 2003; Vorontsovsky et al. 2013). Based on the model designed, the authors of the study draw conclusions about the changes in the dynamics of the economic parameters. The results of the research of Pesaran et al. (2003) and Vorontsovsky et al. (2013) show that the consequences of a shock impact can be long-term or short-term, termed as persistence or non-persistence in development. Persistence of a shock is defined as a ‘break point’ of an economic system’s development trend. The evolution of methods for estimating the stochastic factors in the process of macroeconomic modeling is represented in detail in the research of Vorontsovsky and Dmitriev (2014). Bristow and Healy (2015) point to the importance of time in the process of ensuring the sustainability of a regional economy, using the example of Wales. They argue that short-term adaptation to shocks does not guarantee long-term sustainability in the future.

Crescenzi et al. (2016) broaden the concept of an economy’s susceptibility to external shocks. The authors argue that there is a relationship between the effects of shocks and the factors of an economy’s vulnerability. The research of Briguglio et al. (2009) presents a wide range of factors that increase vulnerability. They include trade openness, export specialization, dependence on imports, access to the sea, poor ecology, the size of an economy, institutional weakness, and a lack of inbuilt stabilizers. Based on the analysis of the impact of the economic crisis during 2008–2009 on the regions of Poland, Marsik (2014) revealed specific factors in each region, capable of strengthening or neutralizing the effect of a shock. Later, the author conducted a study of eight regions from different European countries and proved the importance of the diversification of the economy and human capital in the process of ensuring stability to shocks (Marsik 2016).

Based on the US data, Crone (2005) and Beckworth (2010) revealed multi-directionality of the impact of monetary shocks on various regions and placed an emphasis on the asymmetry of the response of the ‘energy zone’ (groups of states exporting energy resources). Using the VAR (or vector autoregression) and SVAR (or structural vector autoregression models, the scholars obtained comparable results. A study based on the VAR model was conducted across groups
of states united by peculiarities of economic cycles. The study led to the conclusion that the monetary policy of states that export energy resources is less sensitive to shocks (Crone 2005). Using the example of the impact of oil shocks on various states, Enger mann (2014) observed spatial asymmetry – an atypical reaction of several states to negative shocks when the rest of the regions are insensitive.

The implementation of the VAR model on the example of Australia (Owyang and Wall 2009) showed that the regional response on monetary shocks is determined by three channels of shock distribution. Moreover, the intensity of the recession depends on the concentration of the banking sector in the region, while the size of the recession depends on the peculiarities of the regional industry. Fraser, MacDonald and Mullineux (2012) used the structural vector autoregressive SVAR model to show that regions differ in their response to a monetary shock: most regions have a response similar to changes in nationwide parameters; states in Western Australia and Queensland are more sensitive, which is associated with the low diversification of their economy (the mineral and raw material specialization).

Using the example of East Asian countries, the structural model of VAR with block exogeneity (SVARX) (Allegret, Couharde, Guillaumia 2012) made it possible to evaluate the comparative impact of each shock type on the internal variables of these countries, showing the priority significance of real shocks in comparison with nominal ones. The analysis of the impulse response shows that East Asian countries are more sensitive to the trading than monetary channel.

The use of dynamic stochastic general equilibrium models (DSGE models) in the study of regional response to external shocks is quite a difficult task since the openness of flows within a region (compared to the country level) complicates the modeling of the regional economic system. Although DSGE models allow investigating impulse response functions, they still have limitations. The results of a study of the influence of external and internal shocks on the regional indicators of the Sverdlovsk Oblast in Russia (Serkov 2018) can be quite useful in the management of regional development. It is necessary to point out that the model does not take into account the mutual influence of regions. The mechanisms of this influence are analyzed, for example, in the work of Tamegawa (2012), who proposes a single model for two regions.

A number of researchers attempted to transfer the assessment of the impact of shocks to the meso and micro levels. Thus, using the example of Norwegian peripheral regions, Salamonsen (2015) conducted a multilevel analysis of the impact of an exogenous shock on development processes at the macro and micro levels. The researcher revealed a strong and, interestingly, positive impact of an oil shock on the peripheral municipality, despite the noncontiguosness of institutional structures and signs of regional inequalities. Moreover, the researcher suggested that it is the influence of external shocks that allows overcoming regional inequalities.

Russian research includes the search for the indicators of sustainability of regional development (Ochkin 2018). A number of Russian studies focus on the impact of financial, price (Pilipenko 2015) and demand shocks on the sustainability and balance of the development of economic systems, as well as the issues of shock transfer among countries (Burlachkov and Golovnin 2014) and various responses of countries to global challenges. Bakhtizin, Buchwald, Korchugin (2017) showed the relationship between the level of differentiation and the cyclical nature of economic development in regions. The indicator of the economy’s spatial heterogeneity increases during the recovery phase and decreases during a crisis. Given that the vector of a country’s regional development policy focuses on reducing economic differentiation, studies on the impact of shocks are of great practical value.

3. Methods and Data

The research methodology includes three components of analysis.

1. The formulation of an indicator of changes in institutional rules, which aggregates and quantitatively generalizes changes in standard and non-standard measures that have changed for the country, taking into account the structure of the trade and economy of the region.

The regional index of trade restrictions (or RITR) is proposed as an indicator (Danilova and Zimmerman 2014). This index was calculated with regard to an indicator of tariff and non-tariff protection level, which is applied by the country to its trading partners, i.e. general trade restriction index (or OTRI).

The conversion of a country’s general trade restrictions index into regional indices is based on the difference in trade policies for each region. Regional differentiation depends on the import volume and structure, as well as on the regional sectoral diversification. The RITR calculation formula for the i-region is:

\[ RITR_i = \frac{s_{ai}OTRI_{ia} + s_{mi}OTRI_{im}}{s_{ai} + s_{mi}} \times D_i \]  \hspace{1cm} (1)

- \( OTRI_{ia} \) – agricultural trade restriction index and \( OTRI_{im} \) – industrial trade restriction index;
- \( s_{ai} \) – share of agricultural imports in the i-region;
- \( s_{mi} \) – share of industrial imports in the i-region;
- \( D_i \) – variance of specialization coefficient values.

The specialization coefficient \((Kd)\) is defined as the ratio of \(r\)-industry production in the i-region to the share of this industry in the country’s economy. The greater the value of the \(r\)-industry specialization coefficient by the i-region, the average value of the
industry specialization coefficient by the i-region, the higher the dispersion value and higher the level of trade barriers for the region are. The regional index of trade restrictions can serve as a tool for monitoring foreign trade policy programs.

Based on the volatility of the RTR value, it is possible to trace changes in trade rules for individual regions and, accordingly, estimate the intensity of the incoming shock impact on the economy.

2. The classification of regions by susceptibility, depending on the quality of persistence. The Hurst index (Hurst et al. 1965) was calculated based on the standardized range (R/σ-analysis) for each region and four analyzed time periods. The method is presented on the example of one of the periods (2000–2012):


$$\bar{x}_I = \frac{x_{2000} + x_{2012}}{12}, \bar{x}_{II} = \frac{x_{2001} + x_{2012}}{11}, ..., \bar{x}_{XII} = \frac{x_{2011} + x_{2012}}{2}$$  \( (2) \)

Where \( x_{2000}, ..., x_{2012} \) is the GRP growth rate value for 2000, ..., 2012.

b) For calculating the standardized range, the deviations of the GRP growth rates from the average value for each sub-period 200–2012 are determined:

$$z_{I,2000} = x_{2000} - \bar{x}_I, ..., z_{I,2012} = x_{2012} - \bar{x}_I$$

$$z_{II,2001} = x_{2001} - \bar{x}_{II}, ..., z_{II,2012} = x_{2012} - \bar{x}_{II}$$

$$\vdots$$

$$z_{XII,2011} = x_{2011} - \bar{x}_{XII}, ..., z_{XII,2012} = x_{2012} - \bar{x}_{XII}$$  \( (3) \)

c) The deviation range for each sub-period is calculated on the basis of the maximum and minimum values for the region concerning the sub-period analyzed:

$$R_I = \max(z_{I,2000}; \ldots ; z_{I,2012}) - \min(z_{I,2000}; \ldots ; z_{I,2012})$$

$$R_{II} = \max(z_{II,2001}; \ldots ; z_{II,2012}) - \min(z_{II,2001}; \ldots ; z_{II,2012})$$

$$\vdots$$

$$R_{XII} = \max(z_{XII,2011}; \ldots ; z_{XII,2012}) - \min(z_{XII,2011}; \ldots ; z_{XII,2012})$$  \( (4) \)

Where \( \max(z_{I,2000}; \ldots ; z_{I,2012}) \), \( \max(z_{II,2001}; \ldots ; z_{II,2012}) \), \( \max(z_{XII,2011}; \ldots ; z_{XII,2012}) \) – the maximum value of the deviation from the average value for the sub-periods I, II, ..., XII; \( \min(z_{I,2000}; \ldots ; z_{I,2012}) \), \( \min(z_{II,2001}; \ldots ; z_{II,2012}) \), \( \min(z_{XII,2011}; \ldots ; z_{XII,2012}) \) – the minimum value of the deviation from the average for the sub-periods I, II, ..., XII;

e) The standard deviation (σ) is determined for each sub-period:

$$\sigma_I = \sqrt{\frac{(\sum_{I,2000} - x_{I,2012})^2}{12}}, \sigma_{II} = \sqrt{\frac{(\sum_{II,2001} - x_{II,2012})^2}{11}},$$

and so on for \( \sigma_{XII} \)  \( (5) \)

d) The final Hurst (H) indicator value in general terms is defined as:

$$\frac{R}{\sigma} = cN^H,$$

where \( R \) is the set \( (R_I, R_{II}, \ldots, R_{XII}) \); \( \sigma \) is the set \( (\sigma_I, \sigma_{II}, \ldots, \sigma_{XII}) \); \( c \) is a constant.

After bringing the equation to a linear form, the Hurst index (H) for a sample of length N is defined as the regression coefficient (the regression line inclination angle):

$$\ln \left( \frac{R}{\sigma} \right) = \ln(c) + H \ln(N)$$

Interpretation of the Hurst exponent values (Table 1).

3) The identification of vulnerability factors for susceptible regions. The authors of the article identified a number of coefficients that allow quantitative representation of vulnerability factors in terms of resonance to a shock, namely:

a) the diversification level of sectoral structure is estimated with regard to the specialization economy coefficient of the i-region (K);

b) the level of foreign trade openness is determined by the following indicators such as export the specialization coefficient (or Cexspec,%), the export ratio of the i-region to the country’s export; share of GRP imports (\( d_{GRP}^{IM} \)) as the imports percentage of the i-region to GRP; the export-import ratio (or Exe/imp) as a ratio of the export volume of the i-region to import;

Tab. 1 Interval scale for the Hurst exponent.

<table>
<thead>
<tr>
<th>Value</th>
<th>Characteristics</th>
<th>Classical interpretation</th>
<th>Adapted interval scale</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 ≤ H &lt; 0.5</td>
<td>Non-persistence</td>
<td>'Return to the average' situation</td>
<td>The impact has the effect of short memory, which is eventually neutralized in the context of a time range. This means that the region’s economy is insusceptible.</td>
</tr>
<tr>
<td>H = 0.5</td>
<td>Random series</td>
<td>This implies the presence of white noise, i.e. fulfillment of some independent, random process. All the events are not correlated.</td>
<td>Implies an independent random process, for which the impact of a shock is not determined.</td>
</tr>
<tr>
<td>0.5 &lt; H ≤ 1</td>
<td>Persistence</td>
<td>Offset stochastic volatility. The closer N is to 0.5, the more noisy the range is and the less pronounced is its trend.</td>
<td>Potential to maintain a long-term impact on a time range; an environment susceptible to shocks.</td>
</tr>
</tbody>
</table>
c) investment related activity, i.e. foreign direct investment share (or FDI) of the $i$-region in the country’s FDI ($C_{FDI}$) as the ratio of the FDI of the $i$-region to the FDI of the country; foreign direct investment share in gross investment of the region ($d_{FDI}^{ij}$) as the ratio of FDI to the main investment of the $i$-region.

The influence of resonance factors on the susceptibility of regions is estimated by the Vulnerability Index, which is defined as the weighted average of the three most important variable factors: the coefficient of export specialization, the coefficient of the import quota, and the coefficient of foreign direct investment (see Formula 6).

$$l = \sum_{j=1}^{3} w_j k_j$$

Where $w_j$ is the weight of each of the factors; it is calculated on the basis of the paired correlation coefficients between the Hurst index ($H$) and each of the three explanatory factors $j$ (see formula 7):

$$w_j = \frac{cor_{jH}}{\sum_{j=1}^{3} cor_{jH}} |$$

$cor_{jH}$ – the value of the coefficient of correlation between the $j$-th explanatory factor and the Hurst index ($H$);

$\sum_{j=1}^{3} cor_{jH}$ – the sum of the values of the coefficient of correlation between the indicators of export specialization, import quotas, foreign direct investment, on the one hand, and the Hurst index, on the other;

$k_j$ – the average value for each of the factors ($j$) by regions for the analyzed period.

For comparison purposes, the vulnerability index is defined separately for the group of restrictedly susceptible regions (19) and for the group of unresponsive regions (19) for the period of 2000–2012.

A change in the composite indicator of the Vulnerability Index allows estimating the intensity of the impact of trade and investment flows on the degree of regions’ susceptibility to trade shocks and the sustainability of regional development.

Data. The study was conducted based on the data of 80 regions of Russia. The annual statistics of Rosstat for 2009–2015 was used to calculate indicators of the trade and investment channels.

The time series for calculating the Hurst index correspond to the GDP annual growth rate, which is the minimum period published by official statistics by region. The Hurst index was determined for four time periods (2000–2009, 2000–2012, 2000–2014, 2000–2015), which is explained by the need to assess the intermediate effects of external institutional shocks: the accession of Russia to the WTO, the creation of integration and the reduction of trade barriers (2009–2012); the introduction of restrictive sanctions and “antisanctions” (2013–2015).

Data (2000–2012) were used to estimate the vulnerability index, which is explained by the change of the methodology for calculating the foreign direct investment by the Central Bank of Russia in 2014 and the format of data by regions, which excluded the possibility to use the comparable calculations without modifying the indicator.

4. Results

The assessment of the regional index of trade restrictions for the years of 2009 and 2012, which correspond to the initial dates of drastic changes in the institutional rules, confirmed that the shock of trade liberalization led to a decrease in trade barriers due to the formation of the Customs Union and the preparation for accession to the WTO (Table 2). The RITR decreased from 11.75% to 7.98% (at the mean across the block of regions); the breakdown of regions in terms of the average value reflects the fact that 2 / 3 of the regions are in the zone of low trade barriers (RITR is below average).

<table>
<thead>
<tr>
<th>Regions</th>
<th>2009</th>
<th>2012</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vologda Oblast</td>
<td>3.44</td>
<td>1.55</td>
</tr>
<tr>
<td>Kaluga Oblast</td>
<td>3.53</td>
<td>1.46</td>
</tr>
<tr>
<td>Vladimir Oblast</td>
<td>3.62</td>
<td>2.10</td>
</tr>
<tr>
<td>Chuvash Republic</td>
<td>3.92</td>
<td>1.35</td>
</tr>
<tr>
<td>Udmurt Republic</td>
<td>4.24</td>
<td>1.26</td>
</tr>
<tr>
<td>Tver Oblast</td>
<td>4.50</td>
<td>2.01</td>
</tr>
<tr>
<td>Smolensk Oblast</td>
<td>4.57</td>
<td>3.70</td>
</tr>
<tr>
<td>Voronezh Oblast</td>
<td>4.63</td>
<td>4.31</td>
</tr>
<tr>
<td>Leningrad Oblast</td>
<td>4.71</td>
<td>3.77</td>
</tr>
<tr>
<td>Moscow</td>
<td>7.34</td>
<td>2.95</td>
</tr>
<tr>
<td>Republic of Sakha</td>
<td>9.23</td>
<td>6.17</td>
</tr>
<tr>
<td>Orenburg Oblast</td>
<td>10.92</td>
<td>3.44</td>
</tr>
<tr>
<td>Average regional</td>
<td>11.57</td>
<td>7.98</td>
</tr>
</tbody>
</table>

Source: Authors’ calculations using OTRI data (World Bank 2013)

As a result of the trade liberalization shock, changes in the ‘input parameter’ are ambiguous. The institutional shock led to a decrease in the RITR in the group of regions with low trade barriers by 50% and to an increase in a number of regions by more than 100%. The group of regions with high barriers included agrarian regions or regions that specialize in the fishing industry (the Arkhangelsk Oblast, the Kamchatka Krai, etc.). These sectors are the most protected sectors by countries even when there is an overall increase in openness. The second shock event was
<table>
<thead>
<tr>
<th>Region</th>
<th>H</th>
<th>Region</th>
<th>H</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kamchatka Krai</td>
<td>0.3202</td>
<td>Tyumen Oblast</td>
<td>0.5757</td>
</tr>
<tr>
<td>Krasnodar Krai</td>
<td>0.5345</td>
<td>Oryol Oblast</td>
<td>0.6148</td>
</tr>
<tr>
<td>Tyva Republic</td>
<td>0.4587</td>
<td>Samara Region</td>
<td>0.5424</td>
</tr>
<tr>
<td>Republic of Dagestan</td>
<td>0.4016</td>
<td>Orenburg Oblast</td>
<td>0.5151</td>
</tr>
<tr>
<td>Belgorod Oblast</td>
<td>0.4190</td>
<td>Kostroma Oblast</td>
<td>0.5393</td>
</tr>
<tr>
<td>Omsk Oblast</td>
<td>0.6019</td>
<td>Kirov Oblast</td>
<td>0.5453</td>
</tr>
<tr>
<td>Chukotka Autonomous Okrug</td>
<td>0.5185</td>
<td>Primorsky Krai</td>
<td>0.4892</td>
</tr>
<tr>
<td>North Ossetia-Alania</td>
<td>0.4268</td>
<td>Lipetsk Oblast</td>
<td>0.5368</td>
</tr>
<tr>
<td>Kabardino-Balkaria</td>
<td>0.4274</td>
<td>Vologda Oblast</td>
<td>0.5615</td>
</tr>
<tr>
<td>Magadan Oblast</td>
<td>0.5538</td>
<td>Smolensk Oblast</td>
<td>0.5612</td>
</tr>
<tr>
<td>Republic of Adygea</td>
<td>0.4611</td>
<td>Yaroslavl Oblast</td>
<td>0.5354</td>
</tr>
<tr>
<td>Kurgansk Oblast</td>
<td>0.5571</td>
<td>Nizhny Novgorod Oblast</td>
<td>0.5375</td>
</tr>
<tr>
<td>Kemerevo Oblast</td>
<td>0.4970</td>
<td>Astrakhan Oblast</td>
<td>0.5815</td>
</tr>
<tr>
<td>Zabaykalsky Krai</td>
<td>0.4701</td>
<td>Ryazan Oblast</td>
<td>0.5668</td>
</tr>
<tr>
<td>Mari El Republic</td>
<td>0.4418</td>
<td>Murmansk Oblast</td>
<td>0.5417</td>
</tr>
<tr>
<td>Arkhangelsk Oblast</td>
<td>0.5216</td>
<td>Rostov Oblast</td>
<td>0.5670</td>
</tr>
<tr>
<td>Altai Republic</td>
<td>0.5221</td>
<td>Republic of Ingushetia</td>
<td>0.5410</td>
</tr>
<tr>
<td>Voronezh Oblast</td>
<td>0.4911</td>
<td>Tomsk Oblast</td>
<td>0.4206</td>
</tr>
<tr>
<td>Karachay-Cherkess Republic</td>
<td>0.4321</td>
<td>Krasnoyarsk Krai</td>
<td>0.3755</td>
</tr>
<tr>
<td>Republic of Sakha (Yakutia)</td>
<td>0.4963</td>
<td>Republic of Buryatia</td>
<td>0.5550</td>
</tr>
<tr>
<td>Komi Republic</td>
<td>0.4740</td>
<td>Republic of Khakassia</td>
<td>0.5263</td>
</tr>
<tr>
<td>Irkutsk Oblast</td>
<td>0.4897</td>
<td>Leningrad Oblast</td>
<td>0.5482</td>
</tr>
<tr>
<td>Jewish Autonomous Oblast</td>
<td>0.5711</td>
<td>Kaluga Oblast</td>
<td>0.6099</td>
</tr>
<tr>
<td>Republic of Mordovia</td>
<td>0.5005</td>
<td>Stavropol Krai</td>
<td>0.6282</td>
</tr>
<tr>
<td>Novgorod Oblast</td>
<td>0.5108</td>
<td>Republic of Kalmykia</td>
<td>0.5617</td>
</tr>
<tr>
<td>Pskov Oblast</td>
<td>0.5113</td>
<td>Volgograd Oblast</td>
<td>0.5773</td>
</tr>
<tr>
<td>Kurs Oblast</td>
<td>0.4750</td>
<td>Perm Krai</td>
<td>0.4972</td>
</tr>
<tr>
<td>Perm Krai</td>
<td>0.4972</td>
<td>Tula Oblast</td>
<td>0.5857</td>
</tr>
<tr>
<td>Republic of Bashkortostan</td>
<td>0.5023</td>
<td>Chuvash Republic</td>
<td>0.5557</td>
</tr>
<tr>
<td>Tambov Oblast</td>
<td>0.5253</td>
<td>Khabarovsk Krai</td>
<td>0.5849</td>
</tr>
<tr>
<td>Amur Oblast</td>
<td>0.5669</td>
<td>Chelyabinsk Oblast</td>
<td>0.5490</td>
</tr>
<tr>
<td>Saratov Oblast</td>
<td>0.5867</td>
<td>Kaliningrad Oblast</td>
<td>0.5529</td>
</tr>
<tr>
<td>Sakhalinsk Oblast</td>
<td>0.5677</td>
<td>Republic of Tatarstan</td>
<td>0.5616</td>
</tr>
<tr>
<td>Sverdlov Oblast</td>
<td>0.5184</td>
<td>Moscow Oblast</td>
<td>0.5816</td>
</tr>
<tr>
<td>Ivanovo Oblast</td>
<td>0.5467</td>
<td>Udmurt Republic</td>
<td>0.6033</td>
</tr>
<tr>
<td>Republic of Karelia</td>
<td>0.4786</td>
<td>Chechen Republic</td>
<td>0.5547</td>
</tr>
<tr>
<td>Ulyanovsk Oblast</td>
<td>0.5310</td>
<td>St. Petersburg</td>
<td>0.6251</td>
</tr>
<tr>
<td>Tver Oblast</td>
<td>0.5491</td>
<td>Penza Oblast</td>
<td>0.5963</td>
</tr>
<tr>
<td>Novosibirsk Oblast</td>
<td>0.5373</td>
<td>Moscow</td>
<td>0.6629</td>
</tr>
<tr>
<td>Altai Krai</td>
<td>0.5123</td>
<td>Bryansk Oblast</td>
<td>0.6113</td>
</tr>
<tr>
<td>Average by region</td>
<td>0.529419</td>
<td></td>
<td>0.497161</td>
</tr>
</tbody>
</table>
due to sanctions and anti-sanctions in 2013–2015 and a sharp increase in restrictions.

Table 3 shows that in the first time period (2000–2009), the values of the Hurst coefficient in 37 regions are within the interval that indicates a potentially persistent type of economic development (the value is within the interval when the deviation of the time series from the previous growth trajectory is characterized by trend tolerance or the effect of long memory). Non-persistence was observed in 9 regions characterized by a return to the average and the effect of short memory. A random series was revealed only in 34 regions (a random process, for which the determination of the impact of an external shock is impossible).

The assessment of the period of 2000–2012 revealed the following facts: the Hurst coefficient in 42 constituent entities of Russia was within the interval of the non-persistent type of development, 19 regions demonstrated a random range, and 19 were characterized by persistence. This means that the liberalization of institutional rules and the reduction of import trade restrictions turned out to be ‘unsafe’ for 19 regions in terms of sustainability (a potential for persistent development was observed). The additional analysis of the period of 2000–2011 showed that in 11 out of 19 regions, the Hurst coefficient was not within the persistent interval, while the calculation that included the year of 2012 (the authors believe that this was triggered by a shock) revealed a drag of the Hurst coefficient in these regions into a zone that has the potential for long-term shock effects.

In respect of eight regions, the authors of the study introduced a hypothesis about the stable maintenance of the situation with a high concentration of vulnerabilities. This is explained by the fact that in the initial analysis period of 2000–2009, these regions already belonged to the zone with the potential for persistence (highlighted in a grey background in Table 4). During the estimation of the Hurst coefficient for the time interval of 2000–2014 and 2000–2015, no regions demonstrated a value typical of the persistent type of economic development. The decrease in the coefficient in the third of the periods under analysis (the period of foreign trade and economic restriction) in all constituent entities of Russia cannot be viewed as a transition of 19 regions susceptible to shocks to a fundamentally new state, i.e. as a shift of their status to susceptible. It is necessary to take into account the following arguments, which allowed attributing these regions to the zone of instability in the economy of Russia and defining them as ‘partially susceptible’:

1) the shock impulses under examination (from 2009 to 2012 and from 2012 to 2015) are multidirectional. The effect of liberalization (due to the accession to the WTO and the commencement of the transition period) is nearly neutralized by sanctions/anti-sanctions; restriction came to replace liberalization, which could provoke a counter-turnabout of regional parameters (Table 5 shows the trade and economic parameters of the regions; multi-directionality is highlighted in a grey background);

2) the multidirectional dynamics of regional economic development in this period: the recovery growth of 2010–2011 was replaced by stagnant dynamics till 2013 and a drop in production in 2014. Changes in institutional rules ‘knocked out’ the regions of Russia from the path of progressive development, reduced economic activity, and led to a ‘downshift’ of the national production;

3) the ‘break-up’ in the development trajectory was manifested in the increase in the deviation of the GRP growth rate from the average value and the decrease in the Hurst coefficient. The high volatility and the sharp recession in 2013–2014 affected the growth of the mean square value deviation, which reduced the values of the Hurst coefficient.

Comparison of the indices for the limited susceptible regions with insensitive and average data for regions of Russia allows the factors identifying the limited susceptible regions to distinguish (Table 5), namely a high level of openness of the economy (for example, 2014. The export specialization coefficient of partially susceptible regions is 3.22%, on average – 1.2%; the import quota value, respectively, was 26.89% and 12.57%; RITR – 5.02% and 7.99% in 2012). The high susceptibility is explained, accordingly, by the fact that the regions are sensitive to the destabilizing effect of changing the rules governing both export and import operations. This should be added to the high level of localization of foreign investment in
Tab. 5 Comparative characteristics of trade-economic and investment parameters of partially susceptible regions.

<table>
<thead>
<tr>
<th>Regions</th>
<th>RITR, %</th>
<th>Kd</th>
<th>Cex.spec, %</th>
<th>Rex/imp</th>
<th>, %</th>
<th>CFDI , %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Moscow Oblast</td>
<td>2.67</td>
<td>1.27</td>
<td>0.174</td>
<td>0.196</td>
<td>0.181</td>
<td>1.11</td>
</tr>
<tr>
<td>Leningrad Oblast</td>
<td>4.71</td>
<td>3.77</td>
<td>0.285</td>
<td>0.437</td>
<td>0.242</td>
<td>3.04</td>
</tr>
<tr>
<td>St. Petersburg</td>
<td>4.52</td>
<td>2.57</td>
<td>0.267</td>
<td>0.278</td>
<td>0.266</td>
<td>4.30</td>
</tr>
<tr>
<td>Tatarstan</td>
<td>3.66</td>
<td>1.27</td>
<td>0.196</td>
<td>0.180</td>
<td>0.181</td>
<td>1.11</td>
</tr>
<tr>
<td>Kaluga Oblast</td>
<td>3.53</td>
<td>1.46</td>
<td>0.317</td>
<td>0.198</td>
<td>0.256</td>
<td>0.12</td>
</tr>
<tr>
<td>Bryansk Oblast</td>
<td>5.64</td>
<td>3.18</td>
<td>0.256</td>
<td>0.386</td>
<td>0.03</td>
<td>0.04</td>
</tr>
<tr>
<td>Penza Oblast</td>
<td>5.02</td>
<td>2.12</td>
<td>0.33</td>
<td>0.331</td>
<td>0.288</td>
<td>0.04</td>
</tr>
<tr>
<td>Vladimir Oblast</td>
<td>3.62</td>
<td>2.10</td>
<td>0.197</td>
<td>0.198</td>
<td>0.16</td>
<td>0.15</td>
</tr>
<tr>
<td>Tula Oblast</td>
<td>3.05</td>
<td>1.72</td>
<td>0.181</td>
<td>0.218</td>
<td>0.06</td>
<td>0.09</td>
</tr>
<tr>
<td>Volgograd Oblast</td>
<td>3.97</td>
<td>1.70</td>
<td>0.285</td>
<td>0.265</td>
<td>0.265</td>
<td>0.08</td>
</tr>
<tr>
<td>Chelyabinsk Oblast</td>
<td>3.41</td>
<td>1.16</td>
<td>0.22</td>
<td>0.210</td>
<td>0.16</td>
<td>0.15</td>
</tr>
<tr>
<td>Stavropol Krai</td>
<td>5.20</td>
<td>3.58</td>
<td>0.463</td>
<td>0.557</td>
<td>0.30</td>
<td>0.21</td>
</tr>
<tr>
<td>Chuvash Republic</td>
<td>3.92</td>
<td>1.35</td>
<td>0.311</td>
<td>0.286</td>
<td>0.07</td>
<td>0.04</td>
</tr>
<tr>
<td>Udmurt Republic</td>
<td>4.42</td>
<td>1.26</td>
<td>0.303</td>
<td>0.280</td>
<td>0.06</td>
<td>0.41</td>
</tr>
<tr>
<td>Average for partially susceptible regions</td>
<td>8.45</td>
<td>5.02</td>
<td>0.692</td>
<td>0.686</td>
<td>3.37</td>
<td>3.58</td>
</tr>
<tr>
<td>Average for in-susceptible regions</td>
<td>17.82</td>
<td>13.70</td>
<td>1.775</td>
<td>1.717</td>
<td>0.35</td>
<td>0.34</td>
</tr>
<tr>
<td>Average by regions (60 regions)</td>
<td>11.57</td>
<td>7.99</td>
<td>0.608</td>
<td>0.925</td>
<td>0.931</td>
<td>1.17</td>
</tr>
</tbody>
</table>
the economy of partially susceptible regions: the indicator “regional share in the country’s foreign direct investment” is 2.75%, while the regional average is 1.39%; the indicator “the share of foreign investments in the aggregate investments of the region” – 5.08% and 4.78%, respectively. High rates of foreign trade and foreign investment are good conductors of institutional shocks, especially with their simultaneous effects (as was observed in Russia), multiplying destabilizing effects and increase the likelihood of a change in the trend of regional development.

The implementation of a particular type of susceptibility in a region depends on the peculiarities of the economic environment in which the shock impulse occurs. Partially susceptible regions have a more vulnerable economy due to the concentration of factors of trade-economic and investment channels. The vulnerability index is 5.261 and higher than that of susceptible regions (Table 6).

The high vulnerability of partially susceptible regions to the trade liberalization shock was due to a number of factors, such as the high trade openness manifested in the regions’ export specialization (the coefficient of export specialization exceeds the average value of all regions five times) and the significant share of import in the GRP (the import quota is twice higher compared with other subjects of Russia), as well as in the high intensity of investment ties with the foreign sector due to the localization of the FDI in most partially susceptible regions (the coefficient of FDI is higher than the average for all regions).

### 5. Discussion

In the context of the impulse response approach, the authors of the article studied the effects of institutional shocks on 80 regions of Russia. To prove the hypothesis put forward, they relied on the concept of ‘persistence’ introduced by Pesaran et al. (2003) and Vorontsovsky et al. (2013). The research results are basically consistent with the analysis of the above-mentioned authors. Nevertheless, the parameters that are assessed and the instruments for our analysis are quite different from theirs. Analyzing the effect of an external shock on the national economy, Vorontsovsky et al. (2013) uses short-term statistics and builds a vector autoregression model based on it. In this article, we use the GPR annual values to estimate the Hurst exponent since no short-term statistics is available for the regions under analysis. As a matter of fact, the instruments used by the authors of this study are better adapted for assessing consequences at the regional level (simultaneously ensuring comparability at the country level) and allow proving the first part of the hypothesis concerning the differences in the level of susceptibility among regions.

We agree with the position of Masik (2014), who argues that each region is unique in terms of the factors whose concentration allows determining the final vulnerability or sustainability of the economy. Narrowing the range of vulnerability factors (Briguglio et al. 2009) in terms of trade-economic and investment channels, we proved the second part of the hypothesis, which implies that the differences in the consequences of an external influence among regions are due to a different set of economic factors. A susceptible environment is related to the concentration of vulnerability factors, such as the high level of foreign trade openness, as well as the high intensity of investment ties with the foreign sector. We propose a set of instruments for assessing the differential response of regions to institutional shocks. Compared to the results of studies on regional asymmetries of shock influences on the example of the United States (Crone 2005; Beckworth 2010), Australia (Owyang and Wall 2009; Fraser, MacDonald, Mullineux 2012), Norway (Salamonsen 2015), Greece (Petarakos and Sycharis 2016), and Great Britain (Bristow and Healy 2015), our approach not only records differences in the response of regional economic systems but also has a predictive potential. The quality of persistence/non-persistence allows filtering out the resonant factors of a region’s susceptibility to a shock and formulating a prolonged view of the vulnerability or sustainability of a region. The study confirms the second part of the hypothesis about the impact of the specifics of a regional economic system on the scale of shock consequences and the susceptibility of a region. For comparison, Vorontsovsky et al. (2016) propose to predict the response of a regional economic system to shocks by determining the time point when the development trend and ‘turning points’, while Bakhtizin, Buchwald, Kulchugin (2017) suggest to assess the perspectives of regional differentiation in terms of cyclical development. Conceptually, our approach does not contradict the above-mentioned studies.

### Table 6: The Vulnerability Index of partially susceptible and insusceptible regions to external institutional shocks.

<table>
<thead>
<tr>
<th>Factors and Vulnerability Index</th>
<th>Partially susceptible regions (19)</th>
<th>Insusceptible regions (19)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>cor_H</td>
<td>k</td>
</tr>
<tr>
<td>Cex.spec.</td>
<td>0.379</td>
<td>3.027</td>
</tr>
<tr>
<td>d%Grp</td>
<td>0.072</td>
<td>26.524</td>
</tr>
<tr>
<td>C_d</td>
<td>0.330</td>
<td>3.199</td>
</tr>
<tr>
<td>I</td>
<td>I = 5.261</td>
<td>I = 2.640</td>
</tr>
</tbody>
</table>

**Note:** The Vulnerability Index of partially susceptible and insusceptible regions to external institutional shocks.
In addition, this study contributes three provisions to the scientific literature. First, the review of the theory of shocks and the analysis of current facts of economic development in Russia allows expanding the understanding of the spatial impact of external institutional shocks in the context of the socio-economic heterogeneity of federal countries and the economic openness. In particular, we have identified the institutional component of a shock, as well as the types of possible consequences of the expansion of external institutional shocks. Secondly, the main difference of our methodological approach includes the proposed index of the ‘input’ indicator of shock strikes – the regional index of trade restrictions (RITR), which accumulates the specific impact of shock changes in standard and non-standard measures on the regions (there is no such indicator for regions). Thirdly, the results allowed identifying 19 regions whose economies are very sensitive to shocks (partially susceptible). About 45% of the total GRP from all regions falls on the partially susceptible regions, i.e. they form an important territorial zone that is unstable to shocks. Consequently, there is an increase in the overall susceptibility of the country’s economy to any institutional shocks in the sphere of foreign economic cooperation. Another contribution of the study is related to the identification of the institutional type of shocks.

6. Conclusion

We have proposed a methodological approach to assessing the impact of external institutional shocks and tested it relying on the 2009–2015 data. The results of the analysis allowed singling out 19 regions with limited susceptibility to external institutional shocks out of the analyzed 80 regions, which means that 23.8% of regions are potentially predisposed to an unstable state and a distortion of the development direction. Among these regions, the authors single out regions with a steady concentration of vulnerability factors (for example, the Chelyabinsk Oblast) and those that are distinguished by high openness to trade and/or investment channels. A highly important territorial zone of increased susceptibility and vulnerability can lead to significant economic and social consequences for the entire country. The proposed approach to assessing the susceptibility of regions has practical importance for public authorities since it provides a basis for choosing priority areas for improving sustainability, creating a system of diagnostics and stress testing of the regional economy in the context of identifying vulnerabilities to shock impulses.

The consistent implementation of the proposed methodological approach in the future will allow generating a sufficient database for a comparative assessment of the dynamics of the development of regions with non-persistent and persistent types of economic development, as well as assessing the cyclical nature of the response of a regional economic system to institutional shocks. Further studies may be related to the situation of the counter-turnabout of regional parameters. In addition, it is of scientific interest to study the mechanisms of the expansion and responsiveness of regional economic systems to institutional shocks.
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ABSTRACT
The development patterns of both historical and contemporary demographic transitions are essential in understanding the outcomes of age structure changes among the countries. Existing literature analyzing demographic transition as a precursor to population ageing does not classify countries or regions worldwide by the scale and dynamics of those processes. The aim of this paper is to identify and describe the differentiation of quantum and tempo effects of changes taking place during the demographic transition through classification of sub-regions and selected countries worldwide. The results of this research, based on the historical vital statistics starting from as far as 1736 and future projections until 2100, feature how sub-regions and selected countries in the world are differentiated in terms of the scale and dynamics of the demographic transition process. The analysis reveals the fact that majority of sub-regions in the world tend(ed) to undergo long transitions lasting over 70 years, though contemporary demographic transitions demonstrate higher intensity and higher maximal rates of natural increase. African sub-regions are expected to experience relatively long processes of declining birth and death rates and estimated to complete their demographic transition in 90 years on average. The fastest processes, however, are observed in South America and Eastern Asia where some countries like China, for instance, completed their transitions in just 50 years. The scale and dynamics of demographic transition processes can serve as the ground for further research of challenges and development opportunities resulting from ageing societies during consequent post-transitional stages.
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1. Introduction

Demographic transition is perhaps one of the most prominent events of population development in the modern history of mankind. Before the demographic transition that started in Europe during the end of the 18th century the length of human life was short with high fertility and mortality resulting in slow growth and young population (Dyson 2010). The first real explosion of population growth occurred during the Industrial Revolution and cultural advancement of the human society. That was the force that encouraged a remarkable population growth which spread around the world as a result of migration. It was for the very first time in history when it became possible to refer to the world’s population as a single entity reacting to one dynamic process but with a different extent (Davis 1945).

Every country in the world at some point is affected by the demographic transition. It is a process of transformation of demographic patterns manifested by the changes in the levels of mortality, fertility and the age structure of individual populations (Pavlik 1980). The demographic transition has distinctive outsets and developments in different countries resulting in the process of population ageing. Existing literature analyzing demographic transition as a precursor to population ageing does not classify countries or regions worldwide by the scale and dynamics of those processes. Most of the literature examines current stages of the demographic transition in certain countries or the transition processes in some countries that have been completed. This research attempts to identify and classify sub-regions and selected countries worldwide by quantum and tempo of their demographic transition processes. Population ageing will eventually knock at the door of each society and the demographic transition being the forerunner of the ageing process is a very important subject for analysis. It is essential to study the development patterns of both historical and contemporary demographic transitions which could shed light to the outcomes of age structure changes among the countries. The scope and dynamics of transition processes can serve as the ground for further studies of challenges and development opportunities resulting from ageing societies.

2. Background

Also called as “demographic revolution”, it is referred to as “demographic transition” by most of the authors. In classic literature, Frank Notestein is considered to be the one who first coined the term “demographic transition” (Rowland 2003). Rowland, referring to Notestein as the originator of the demographic transition theory distinguishes the classical pattern of the transition process through four main stages as follows: pre-transitional stage characterized by high birth and death rates; second stage of early transition when the death rates start to decline while birth rates remain high resulting in a rapid population growth; third stage of late transition when birth rates start to fall as well; and the post-transitional stage characterized by already low birth and death rates.

Pavlik (1980: 135), in his article “The Theory of Demographic Revolution”, describes the demographic transition as “revolutionary and in the entire history of mankind unique quantitative–qualitative transformation of the nature of the demographic pattern, which in its outcome is most marked in changes in the levels of fertility, mortality and the age structure of individual populations”. The onset of Industrial Revolution resulted in the first real explosion of population growth along with cultural advancement of the society. That was the force that initiated a remarkable population growth in Europe.

The main elements characterizing the demographic transition process including declining fertility and mortality are common across all countries worldwide, albeit the scope and dynamics are not. Dyson (2010) in his book “Population and Development: The Demographic Transition” provides comprehensive narration of the transition supported by empirical precision indicating the fact that the main processes of transition are influenced by the geographical, historical, socio-economic, cultural, institutional and other circumstances resulting in different timing and speed of their (processes) development in one country or another.

The first prerequisites of demographic transition emerged with mortality decline in Northern and Western Europe. Mortality started to drop towards the end of the 18th century but with a slower pace compared to more prominent decline that followed during the 19th as well as 20th century (Caldwell 2006; Dyson 2010). There exists some extent of difference in opinions regarding the causes of mortality declines at early stages. Davis (1945), for instance, put improved food supply at the forefront of the causes for mortality declines in Northern and Western Europe. He argued that more advanced agricultural techniques together with transportation and invention of machinery were part of the enhancing technological system which resulted in reduction of famine, under-nourishment and susceptibility to deceases. Kirk (1996) gives credit to improved infrastructure along with rising incomes and development of the modern state which, on his opinion, were the most important grounds for alleviation of famine and also epidemics that led to decreasing mortality at early periods of transition. Later stages of declining mortality, however, were induced by medical revolution according to Kirk. Dyson (2010), on his turn, also emphasizes on the improvement in mortality as a result of “gradual emergence of the modern nation-state” and progress in reducing deaths from infectious diseases while arguing that the role of nutritional improvement in
mortality alleviation at early stages of transition has been overestimated. According to Caldwell (2006), the Industrial Revolution was not only motivated by changes in production ways but the great advances in technical and scientific spheres together with the levels of education. All of the aforementioned causes resulted in the mortality decline to their own extent as the Age of Enlightenment was symbolized by the changes in all spheres including economic, social, political, and health aspects. A meaningful remark in this regard was made by Kingsley Davis stating that: “The decline in mortality was itself a cause as well as a result of the social transformation, because it made possible a longer and more efficient use of human energies” (Davis 1945: 5).

Reduction in marriage through its postponement or rise in the proportion of single women stand to be the causes of fertility decline while in the long run the main context lies in birth control (Dyson 2010). Landry (1987) argues that birth control use in France at the early stage of demographic transition was the result of people’s strivings to retain the already achieved living standards. More children started to survive as a result of declines in child and, further on, infant mortality what lead to conscious control of fertility.

Back in 1986, Ron Lesthaege and Dirk van de Kaa have suggested the new concept of the second demographic transition (van de Kaa 2008). The new era of “individualistic family model” emerged in exchange for existing “bourgeois family model”. Lesthaege (2010) noted that the first signs of the second demographic transition made appearance in the 1950s. The family that was considered to strengthen its positions as a social institution during the first transition started dissolving with manifestation of rising rates of divorce, abortion and cohabitation (van de Kaa 2008). The notion of the second demographic transition has been, however, criticized by some of the authors. Massimo Livi Bacci, for instance, stated that there is only one “demographic transition in world history” whose opinion was shared by Robert Cliquet and David Coleman according to whom it is merely a continuation or “secondary feature”, while Zdenek Pavlik and Alexander Vishnevsky favor a single “demographic revolution” (van de Kaa 2008; Lesthaege 2010).

3. Data and methods

Vital statistics prior 1950 used for the analysis of demographic transitions by sub-regions and selected countries was obtained mostly from Chesnais (1992). Crude birth and death rates along with rate of natural increase were the main indicators used in the analysis of vital statistics. The author analyzed 67 countries, 38 of which were less developed. Additional sources of vital series included the 2017 Revision of the World Population Prospects, Human Mortality Database and Statistical Offices of Czechia, Japan and Sweden. Medium fertility projections have been used in the analysis of this paper.

The presented data from Chesnais (1992) for developed countries is of high quality unlike the data for developing countries. Inaccuracy of crude rates, however, differs by country where countries in advanced stages of transition – “on the point of returning to an equilibrium of feeble growth” – are less problematic in this regard (Chesnais 1992: 50). Among African countries more reliable and complete data is available for Northern Africa. Tunisia and Egypt are the two countries of the sub-region with the most reliable data according to Chesnais. Latin America presents comparatively accurate data that covers a larger period and is available for a substantial number of countries. The extent of availability and quality of data in Asia is somewhere between Africa and Latin America. Sri Lanka is one of the few Asian countries which has more or less complete civil registration for a relatively long period of time. On that account, the quality of historical vital series for developing countries used in this study may not be classified as completely precise.

It would have been more appropriate to use moving averages to smooth out vital series data but since the data post 1950 was mostly obtained from the World Population Prospects of the United Nations (UN) 2017 Revision, which is available only in averages over the five-year periods (from mid-year (t) to mid-year (t + 5) centered on 1 January year (t + 3)), it was not possible. As a result, moving averages method was not used in the analysis in order to avoid inconsistency.

There are different criteria for identifying the beginning and end points of demographic transition proposed by different authors. Criteria for delimiting the length of demographic transitions in this paper have been adopted from the methods proposed by Chesnais (1992). The beginning of the demographic transition (Tα) is marked by the starting-point of a continuous decline in mortality rates (a decline which is not followed by a return to higher rates than those preceding the point from continuous decline). The end of the demographic transition (Tω) is indicated by the point where natural increase returns (a period of at least five years) to the rate equal to or less than that of the period preceding the onset of the transition. Two additional points are also considered with regards to mortality: firstly, “mortality is not yet very low, which enables us to discount subsequent improvements and to recognize that the equilibrium at a given level is only provisional (as in certain European countries at the time of the 1930s depression)” and secondly, “mortality is very low, less than the level just cited; only then do we have the point at which the previous trend has been overcome” (Chesnais 1992: 14).

Classification of sub-regions and selected countries by the scale and dynamics of their demographic transitions was developed by the author based on
the methods offered by Chesnais (1992). The countries were classified according to the maximal natural increase rate (NIR) and divided into three groups: less than 2% per year, 2–3% per year and over 3% per year. Countries and sub-regions were assigned to a particular NIR category based on the maximal rate of natural increase per year observed over at least a decade. The length of the transition exceeding 70 years was considered to be “long” and the duration of less than 70 years as “short”.

4. Demographic transition profiles around the world

Historical and contemporary transitions differences are very important when it comes to comparing the phenomenon’s tempo and quantum effects. The earlier transitions which have mostly been completed by today were rather gradual while the more recent transitions have faster processes.

The countries with vital rates illustrations below were chosen based on the pioneering stance in terms of the demographic transition process in the sub-regions they belong to. Countries of Western and Northern Europe being among the first to have undergone unprecedented declines of death and later on birth rates are considered to be the avant-garde of the demographic transition. One of the best examples of early transitions in Northern Europe is Sweden (Fig. 1). It is one of the few countries that has the luxury of continuous historical data availability and the transition model of Sweden almost exactly matches the classical demographic transition model (DTM).

Sweden’s crude birth and death rates were fluctuating in the range of 25–35 per 1000 people during pre-transitional stage. Death rates started declining steadily in the beginning of the 19th century (around 1810–1815) while birth rates underwent continued fall starting from circa 1875. The demographic transition in Sweden ended circa 1955–1960 when NIR fell to approximately 5 per 1000 which marked the starting point of its lasting return to the level less than that of the period preceding the onset date of the transition.

France was among the pioneers of demographic transition in Western Europe as well, though it has atypical model as NIR here was rather flat (Fig. 2). Birth and death rates fluctuated around 35–40 per 1000 persons at pre-transitional stage. Fertility decline originated very early compared to other countries of Western Europe. The onset of the transition process was marked around 1790–1795, which was an apparent starting point of a continuous mortality decline. France completed its demographic transition around 1970–1975 when fertility and mortality rates accounted for 17 births and 11 deaths per 1000, respectively.

In Central Europe, Czechia has the longest historical vital rates series available. That gives the possibility to trace the onset of the transition process. The beginning of the continuous decline in mortality was marked during 1865–1870 when the rate was registered at an average of 31.3 per 1000 and

![Vital rates in Sweden, five-year periods, 1735–2100.](image)

never returned to that level again (Fig. 3). Continuous decline in fertility started around 1870–1875 onwards when the last peak was registered at 39.6 births per 1000 people. The demographic transition here ended circa 1930–1935.

If we take a look at Japan, continuous fertility and mortality decline occurred around 1920–1925 here (Fig. 4). Very rapid fertility decline (from 30.1 to 18.0 births per 1000) took place during the period of 1950–1960 which was the outcome of the
eugenic population policy established in 1948 (Chesnais 1992). Adopted in 1948, “Eugenic Protection Law” aimed, as stated in the first Article, “to prevent birth of inferior descendants from the eugenic point of view, and to protect life and health of mother, as well” (Tsuchiya 1997). According to the law, sterilization was permitted with his/her and partner’s consent. As noted by Tsuchiya, along with voluntary
sterilization, the law also permitted involuntary sterilization of population with intellectual or mental disabilities during 1948–1996. The demographic transition ended around 1975–1980 in Japan.

Australia and the United States have been showing somewhat similar trend of vital rates since the beginning of the 20th century (Fig. 5). Historical vital series prior 1900 are not available which makes it difficult

Fig. 6 Vital rates in Mexico, five-year periods, 1895–2100. Sources: Chesnais 1992, United Nations 2017, and own calculations.

Fig. 7 Vital rates in Sri Lanka, five-year periods, 1900–2100. Sources: Chesnais 1992, United Nations 2017, and own calculations.
to determine the start of the demographic transition as mortality at that point is already low and fertility is decreasing.

As for the developing countries, vital rates in Mexico more or less follow the pattern of the classic DTM during the first stages (Fig. 6). The start of the continuous decline in mortality is observed during 1935–1940 followed by a decline in fertility around 1950–1955. Rapid decline of fertility starting from 1975–1980 resulted in a continuous slowdown of natural increase (United Nations 2017). Mexico has completed its demographic transition process during 2000–2005.

In Southern Asia, Sri Lanka was among the first countries to undergo the process of demographic transition. Death rate started to continuously decline as early as 1920–1925 when it decreased to 27.8 per 1000 without returning to that level again (Fig. 7). Uninterrupted and very steep decline in birth rates has been observed since 1960. The demographic transition process in Sri Lanka has just come to end during 2010–2015.

Egypt in Northern Africa has started its demographic transition right after the mid-20th century when mortality started to decrease followed by a fertility decline just a decade later (Fig. 8). Demographic transition in Egypt is expected to come to an end during 2015–2020 according to United Nations (2017) medium variant projections.

The demographic transition profiles of the developing countries as opposed to the developed ones have demonstrated two distinctive features including later decline in mortality and fertility and a more rapid progress with higher intensity.

5. Results

Being an inescapable phenomenon, demographic transition is going to eventually affect all of the countries worldwide. Vital processes around the world develop under different circumstances including various historical, social, cultural and economic conditions. As a result, there exists no single uniform model of demographic transition, though, all of the countries follow a particular pattern of transition stages where mortality decline precedes fertility decline.

To our knowledge, none of the existing literature analyzing demographic transition classifies countries or regions worldwide by the scale and dynamics of those processes. Most of the literature analyzes current stages of certain developing nations or completed transitions of few developed countries. Population projections provided by the UN within the 2017 Revision of the World Population Prospects present an opportunity to analyze the scale and dynamics of the demographic transition for developing countries.

Countries of Europe, Americas, Australia/New Zealand, and some Asian countries including China (inclusive of Hong Kong), Japan, Malaysia, Singapore, South Korea, North Korea and Cyprus have completed their demographic transition as of today. The
other countries are still undergoing the demographic transition most of which are expected to terminate by mid-century apart from many African countries where the transition process will not be completed until a few decades later. (Chesnais 1992; United Nations 2017)

The analysis of the scale and dynamics of the demographic transitions in the world was based on identification and examination of the duration of those transitions by sub-regions as well as the weighted averages of maximal NIR per year observed during those periods. Lack of historical data series however hinders the analysis of some transitions within sub-regions. Apart from Africa, most of the sub-regions were analyzed mainly based on data provided in Chesnais (1992) which covers 67 countries worldwide. Hence, only countries with available data were grouped into sub-regions they are part of. Lists of included countries are indicated under the Tables.

European sub-regions along with Northern America and Australia/New Zealand are characterized by intermediary rates of natural increase not exceeding 2% with long transitions lasting on average from 70 years up to as long as over a century and a half. The oldest and longest demographic transitions have been observed in Europe, Northern America and Australia/New Zealand. Albania and France represent atypical cases (Tab. 1). Albania in comparison to Southern Europe has started its transition much later having the highest rates of natural increase of about 3.3% and shortest duration of the transition. France, in its turn, demonstrates the lowest rates of natural increase below 1% and the longest transition in the world.

Asian countries are substantially diverse in the aspects of maximal NIR and the duration of transitions (Tab. 2). Eastern Asia and South-Eastern Asia are the most heterogeneous in that sense. Therefore, countries from those sub-regions have been analyzed separately since grouped analysis would not produce adequate results. Japan, for instance, has the lowest maximal NIR of around 1.7%. Hong Kong represents probably the shortest transition of around 40 years while having very high rates of natural increase above 3%. China followed a similar pattern in terms of the beginning and duration of the demographic transition but with lower maximal NIR of approximately 2.7%. Singapore also completed its transition process in 50 years like China but 20 years earlier and with much higher NIR. Mongolia, unlike other countries of Eastern Asia is undergoing relatively long transition which is expected to end around the year 2040. Southern Asia has been divided into two groups based on the differences in maximal rates of natural increase. Central Asian sub-region is characterized by very high NIR with the beginning of the demographic transition in the 1950s that is projected to last until circa 2030. Western Asia has been the last sub-region in Asia to commence with the transition process around the

### Tab. 1. Length and dynamics of demographic transitions in Europe, Northern America, and Australia/New Zealand.

<table>
<thead>
<tr>
<th>Sub-region/Country</th>
<th>Duration</th>
<th>Maximal rate of natural increase per year (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Northern Europe</td>
<td>over 70 years</td>
<td>1–2</td>
</tr>
<tr>
<td>Western Europe</td>
<td>over 70 years</td>
<td>1–2</td>
</tr>
<tr>
<td>France</td>
<td>over 70 years</td>
<td>&lt;1</td>
</tr>
<tr>
<td>Central Europe</td>
<td>over 70 years</td>
<td>1–2</td>
</tr>
<tr>
<td>Southern Europe</td>
<td>over 70 years</td>
<td>1–2</td>
</tr>
<tr>
<td>Albania</td>
<td>less than 70 years</td>
<td>&gt;3</td>
</tr>
<tr>
<td>Eastern Europe</td>
<td>over 70 years</td>
<td>1–2</td>
</tr>
<tr>
<td>Northern America*</td>
<td>over 70 years</td>
<td>1–2</td>
</tr>
<tr>
<td>Australia/New Zealand*</td>
<td>over 70 years</td>
<td>1–2</td>
</tr>
</tbody>
</table>

Notes: Northern Europe: Denmark, Finland, Norway, Sweden, and United Kingdom. Western Europe: Belgium, France, Netherlands, and Switzerland. Central Europe: Austria, Czechia, Germany, Hungary, and Poland. Southern Europe: Albania, Bosnia and Herzegovina, Croatia, TFYR Macedonia, Montenegro, Serbia, Slovenia, Greece, Italy, Portugal, and Spain. Eastern Europe: Belarus, Bulgaria, Romania, Russia, and Ukraine. Northern America: Canada and United States.

* It is not possible to trace the onset of demographic transition in countries historically populated by immigrants due to data unavailability. The proposed lengths are approximate, based on calculations of Chesnais (1992) who used the estimations for life expectancy or infant mortality.

Sources: Chesnais 1992, United Nations 2017, and own calculations.

### Tab. 2. Length and dynamics of demographic transitions in Asian sub-regions and selected countries.

<table>
<thead>
<tr>
<th>Sub-region/Country</th>
<th>Duration</th>
<th>Maximal rate of natural increase per year (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>China</td>
<td>less than 70 years</td>
<td>2–3</td>
</tr>
<tr>
<td>Japan</td>
<td>less than 70 years</td>
<td>1–2</td>
</tr>
<tr>
<td>South and North Korea</td>
<td>over 70 years</td>
<td>2–3</td>
</tr>
<tr>
<td>Hong Kong</td>
<td>less than 70 years</td>
<td>&gt;3</td>
</tr>
<tr>
<td>Mongolia</td>
<td>over 70 years</td>
<td>2–3</td>
</tr>
<tr>
<td>Central Asia</td>
<td>over 70 years</td>
<td>2–3</td>
</tr>
<tr>
<td>Southern Asia I</td>
<td>over 70 years</td>
<td>2–3</td>
</tr>
<tr>
<td>Southern Asia II</td>
<td>over 70 years</td>
<td>2–3</td>
</tr>
<tr>
<td>Sri Lanka</td>
<td>over 70 years</td>
<td>2–3</td>
</tr>
<tr>
<td>Afghanistan</td>
<td>over 70 years</td>
<td>&gt;3</td>
</tr>
<tr>
<td>Singapore</td>
<td>less than 70 years</td>
<td>&gt;3</td>
</tr>
<tr>
<td>Malaysia</td>
<td>over 70 years</td>
<td>&gt;3</td>
</tr>
<tr>
<td>Philippines</td>
<td>over 70 years</td>
<td>2–3</td>
</tr>
<tr>
<td>Cyprus</td>
<td>over 70 years</td>
<td>2–3</td>
</tr>
<tr>
<td>Western Asia</td>
<td>over 70 years</td>
<td>2–3</td>
</tr>
<tr>
<td>Yemen</td>
<td>over 70 years</td>
<td>&gt;3</td>
</tr>
</tbody>
</table>

Notes: Central Asia: Uzbekistan, Turkmenistan, Kazakhstan, and Kyrgyzstan. Southern Asia I: India, Bhutan, Nepal, Pakistan, and Sri Lanka. Southern Asia II: Afghanistan, Bangladesh, Iran, and Maldives. Western Asia: Bahrain, Cyprus, Oman, Saudi Arabia, Palestine, Syria, and Yemen.

1960s with a projected end around the 2030s. Yemen being an extreme case with maximal NIR above 4% started undergoing the process only around the year 1980. Sri Lanka, as mentioned above, has an atypical model for its region where the process initiated much earlier around 1920 with relatively high NIR.

American sub-regions (excluding Northern America) experienced much higher NIR and shorter durations of transitions lasting on average 60 to 70 years (Tab. 3). Despite the fact that American sub-regions started to undergo declining mortality and fertility rates much later than the European ones, they have already reached the culmination of the process by today. To distinguish relatively homogenous groups of countries, South America has been split into two groups because of rather substantial differences in maximal NIR. Argentina is one of the exceptions in the region that underwent a century long transition having followed the trait of the European transition model. Caribbean countries experienced the shortest transitions in the region, lasting around 60 years on average with an exception of Jamaica, for instance, which had longer transition process and higher maximal NIR.

Africa is the last region to undergo the demographic transition process with relatively high maximal NIR (Tab. 4). Eastern and Middle Africa are expected to likely end their transition process by around 2060 having stared circa 1970. Western Africa illustrates the latest transition in the region that has started only around 1980 and is projected to end by approximately 2070 while Northern Africa should be the first African sub-region to complete its transition around the year 2030.

Six main types of demographic transitions have been identified according to their duration (long transitions lasting over 70 years and short transitions less than 70 years respectively) and the maximal rate of natural increase (below 2%, 2–3% and over 3%) (Tab. 5).

### Tab. 3 Length and dynamics of demographic transitions in American sub-regions and selected countries.

<table>
<thead>
<tr>
<th>Sub-region/Country</th>
<th>Duration</th>
<th>Maximal rate of natural increase per year (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Central America</td>
<td>over 70 years</td>
<td>&gt;3</td>
</tr>
<tr>
<td>South America I</td>
<td>less than 70 years</td>
<td>2–3</td>
</tr>
<tr>
<td>South America II</td>
<td>less than 70 years</td>
<td>&gt;3</td>
</tr>
<tr>
<td>Argentina*</td>
<td>over 70 years</td>
<td>1–2</td>
</tr>
<tr>
<td>Caribbean</td>
<td>less than 70 years</td>
<td>2–3</td>
</tr>
<tr>
<td>Jamaica</td>
<td>over 70 years</td>
<td>&gt;3</td>
</tr>
</tbody>
</table>


The classification of sub-regions and selected countries by the scale and dynamics of transitions clearly depicts their homogeneity as well as heterogeneity based on vital rates development. Table 5
shows that European sub-regions are quite homogeneous in terms of the period it took them to transition from high birth and death rates to low birth and death rates. Japan is perhaps the most unique case being the only country falling under the second type of short low transition as the process there lasted only around 65 years with considerably low NIR not exceeding 1.7%. It is interesting to see that some countries of Central America, Central Asia, Western Asia and Eastern Africa belong to the same type of long and high transition. There are just a few countries that underwent short transition with intermediate and high maximal rates of natural increase around 2–3% and above 3% respectively.

The results of the analysis reveal the fact that majority of the sub-regions around the world tend to undergo long transitions lasting over 70 years. Even African contemporary transitions are expected to have relatively long processes of declining birth and death rates according to medium variant projections of United Nations (2017). The fastest processes are observed in Eastern Asia and South America.

6. Conclusions

This research paper has identified the demographic changes taking place during the transition process and classified the sub-regions and selected countries worldwide by quantum and tempo of the process. First, the demographic transitions by selected countries which were the pioneers of the process in the regions they belong to have been analyzed in detail. Then, the sub-regions and selected countries with atypical cases have been classified based on the quantum and tempo of their demographic transitions. The results show that the countries that have already completed their transition process until today include those of Europe, Americas, Australia/New Zealand, and some countries from Asia including China (inclusive of Hong Kong), Japan, Malaysia, Singapore, South Korea, North Korea and Cyprus. The rest of the countries are still in the process most of which are expected to complete it by mid-century or even later. The analysis has also revealed the fact that the majority of the sub-regions in the world tend to undergo long transitions lasting over 70 years, but contemporary demographic transition processes have higher intensity with higher maximal rates of natural increase. France along with countries of Northern Europe experienced the longest historical transitions stretched over the period of approximately 150 years and over, which started as early as the end of the 18th and the very beginning of the 19th century respectively. Even contemporary transitions in Africa are expected to have relatively long processes of declining birth and death rates according to UN medium variant projections where transitions are estimated to last for an average of 90 years. The fastest processes are observed in Eastern Asia and South America. Suchwise, China and Singapore completed their transitions in just 50 years.

Demographic transition brings along inescapable changes in the age structures that lead to the ageing of population. The growth of the number and proportion of older persons started to accelerate towards the end of the 20th century as a result of a rapid increase that started in the developing world. The phenomenon of demographic transition followed by population ageing has to be perceived as an inevitable outcome of the progress our societies are going through.
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ABSTRACT
The paper aims to analyse the attitudes towards immigration among Czech youth and their changes on two distinct surveys of young Czechs (aged 14–19) held in 2011 and 2016, the years before and after a period of a greatly increased inflow of migrants to the European Union. In these surveys, special focus was given to changes in attitudes and factors influencing attitudes in each year. The results show that there was not a big difference in attitudes between both samples. Nevertheless, looking closely at the results, we found two main differences. The first was higher polarisation of answers in survey from 2016 than from the one held in 2011. The second one was in factors influencing answers, mainly in the statement on having an immigrant among close friends.
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1. Introduction

In the years 2015 and 2016, the European Union (EU) experienced a highly increased inflow of migrants, mainly refugees from the Middle East and Africa. The increase in the number of asylum applications in the EU had clearly already started in 2013 (431,095 applications compared to 335,290 in 2012), but the years 2015 and 2016 presented an unprecedented number of asylum applications, with the peak in 2015 (1,322,845 applications). In 2017, the number of applications dropped again. Most of the applicants were from Syria and Iraq. The increased migration flow towards Europe was a result of more long-term problems in the source regions – mainly the rise of ISIS, but also changing environmental conditions combined with relatively poor economic conditions2. In 2013, 77% of Czechs were willing to accept people fleeing war and natural disasters. In 2015, this number dropped to only 2% (Jelínková 2019). The attitudes towards refugees changed dramatically between the general process of immigration and the mostly negative portrayal of migrants and migration by Czech political leaders. At the same time, there were important initiatives of solidarity in the period of the “migration crisis” – for example Czech volunteers working in the Balkans (Jelínková 2019).

The period quickly became known as a “migration crisis” or “refugee crisis”. The term was widely used in the media around Europe, despite being challenged by many scientists. Admittedly, it was definitely a crisis for the people fleeing their homes (see for instance Goodman et al. 2017). The term has influenced overall perception of migrants and migration in many countries and that is also the reason why we use the term in the present paper.

Currently, Czechia is among the EU countries with the worst attitudes towards migration, together with Hungary (Čermáková and Leontiyeva 2017). This is an important change compared to some years ago when public opinion on migration was more positive (for example Chaloupková and Šalamounová (2006) analysed the European Social Survey from 2002 where Czechia scored around the average of twenty European countries included). In particular, the attitudes towards refugees changed dramatically between 2013 and 2015. In 2013, 77% of Czechs were willing to accept people fleeing war and natural disasters. In 2015, this number dropped to only 2% (Jelínková 2019). The attitudes towards people with different religion, namely Muslims, have also changed over last years (e.g. People in Need 2015). This switch is quite possibly linked to the negative tone of the Czech media when referring to migration and the mostly negative portrayal of migrants and migration by Czech political leaders. At the same time, there were important initiatives of solidarity in the period of the “migration crisis” – for example Czech volunteers working in the Balkans (Jelínková 2019).

In the paper, it is examined whether the change in attitudes towards immigration is reflected in the opinions of young Czechs. Two surveys, conducted in 2011 and 2016 respectively, among Czechs aged between 14 and 19 were used. This age group is particularly interesting as adolescence is the time when attitudes are being formed, then staying fairly stable throughout the individual’s life (Kudrnáč 2017). Adolescents’ views can also be different from the views of adults – which is proved for example in People in Need (2015). At the same time, school attendance means young people at this age are usually exposed more to information about history, geography, etc. than adults out of school, and their factual knowledge of the world can therefore be somewhat better or more active and it can influence their world views (factual knowledge as determinant of attitudes was used for example by Strabac et al. 2014). As Kudrnáč (2017) argues, this age group is also understudied and therefore deserves more attention.

To assess the potential changes of young Czechs’ attitudes towards migration, three main questions are discussed:
1. Were respondents’ overall attitudes different in two surveys held before and after the “migration crisis”?
2. Were some specific aspects of respondents’ attitudes different in two surveys held before and after the “migration crisis”?
3. What factors influenced respondents’ attitudes?

The surveys were based on the concept of world-mindedness. The concept is used as a tool to test values of respondents, in particular if they are oriented towards own social/national group or towards the whole world (Sampson and Smith 1957).

1.1 World-mindedness

Measuring attitudes towards immigration is rather complicated as there are many factors influencing such attitudes and the perception might differ between the general process of immigration and immigrants themselves, or between different distinct groups of immigrants (Ceobanu and Escandell 2010; Čermáková and Leontiyeva 2017; Hasman and Divínová 2020; Chaloupková and Šalamounová 2006). Therefore, the present surveys used for the assessment of attitudes internationally well-established world-mindedness scale as a research tool, especially for its close relation to the migration related attitudes. The scale was primarily formulated by Sampson and Smith (1957) and further developed by other authors (e.g. Hett). More recent studies (Beneker et al. 2013) compiled the original scale with the one by Hett (Hett in Hanus et al. 2017) into a new questionnaire consisting of personal items and 20 statements divided into four different thematic dimensions: patriotism a human rights, economy and migration, education and learning, and culture and attitudes to others (each containing five statements). In this study, the statements from the dimensions of economy and migration and culture and attitudes to others (together

---

1 Numbers of applications are total for EU-28 (Eurostat Database).
2 Poor economic conditions are often interrelated with environmental conditions – desertification, for instance, has an impact on agricultural production.
with the personal items) were used to address the research questions.

1.2 The “migration crisis” and Czechia

Since the 1990s, Czechia has gradually transformed from a country of prevailing emigration to a net immigration country (Drbohlav 2011). There are multiple reasons behind this switch, mainly relative political stability and economic growth, supported by the membership in the EU. Nevertheless, the numbers of immigrants living in Czechia and their percentage of total population are still fairly modest in the European context (Czech Statistical Office 2019). We can observe a tendency towards growth in the number of immigrants, with only a slowdown due to the economic crisis in 2007 and 2008. At the end of the year 2016, there were 496,413 immigrants in Czechia, which makes 4.5% of the country’s total population – a fairly low percentage compared to Western European countries, such as Austria (14.4%), Germany (10.5%), United Kingdom (8.6%) or France (6.6%), albeit this share is still higher than that of Eastern European countries (1.2% in Slovakia, 1.6% in Hungary, 0.4% in Poland) (Czech Statistical Office 2017).

If we focus on refugees, the Czech numbers are very low in the EU context. In 2016, there were only 2,972 people with international protection3 (Czech Statistical Office 2017), i.e. people who obtained asylum or subsidiary protection in past years. Starting in 2014, as the migration flow to Europe intensified, there was only a modest increase in the number of new applications compared to previous years (1,478 new applications in 2016 with only 450 people granted international protection).

As for the composition of new applicants for asylum protection in 2016, the picture is also quite different from other European countries. In the EU, the main countries of origin of asylum applicants were Syria, Afghanistan and Iraq (Eurostat). In Czechia, the media and many politicians have kept informing the public about influx of refugees from Syria (or Muslim migrants), but the most numerous group of new applicants were Ukrainians fleeing the ongoing conflict in the Eastern part of their country, followed by Iraqis, Cubans and then Syrians (Czech Statistical Office 2016).

Overall, Czechia had above-average experiences with immigration in the Eastern-European context in 2015 and it was influenced by the so called migration crisis in 2015 and 2016 much less than other countries, especially when compared to its neighbour Germany. Yet an atmosphere of fear or even panic has been created, persuading many inhabitants that there are masses of dangerous migrants from Africa and the Middle East who are coming to ruin the country (Jelíková 2019). The topic of immigration came to be considered one of the top issues faced by Czechia and the EU (Eurobarometer 2011 and 2016). The topic has been raised by some political actors, including the president, to the top place in public debate. The manner of such debates was often manipulative. As a result, questions about immigration have had a decisive influence on political elections in the last years (Jelíková 2019). This seems to make little sense: why would migration and refugees become such a hot topic in a state that experiences moderate levels of immigration and very low numbers or asylum applications?

To look at this closer, three theoretical approaches to the perception of migrants were used: two theories on the group level and one on the individual level.

1.3 Perception of immigration

There are different concepts of perception of immigration; some focus more on the individual level, some focus more on the group level. For the analysis, three concepts were chosen, of which one focuses on the individual level (contact theory) and two on the group level (group threat, labour market competition).

The group threat theory says that a dominant group feels threatened by a minority group and fear they might lose their power and limited resources in competition with another (actually or apparently) growing group of people.4 The sense of threat is then expressed via negative sentiment and speech against that competing group (Berg 2009; Kudrnáč 2017). The key here is the perception of threat even by individuals who are doing well, but who fear that their position might be undermined by the changing situation. Mostly, the threat is perceived as economic, but some authors include also other aspects such are norms and moral values that different groups hold and that can be then perceived as in threat (Borgonovi and Pokropek 2019). This explains why it makes sense to build on the group threat theory even in the case of students, who naturally may not be affected by perceived economic threat as much as adult population.

The labour market competition theory focuses more (but not exclusively) on individuals of lower socioeconomic status who are more likely to believe that members of another group, particularly incoming immigrants, might take their jobs and therefore cause their unemployment (Chaloupková and Šalamounová 2006). Berg (2009) also points to regional differences and the fact that more negative attitudes toward immigrants are most likely to be found in regions that

---

3 International protection includes asylum and subsidiary protection. Subsidiary protection is a temporary status introduced to protect people in cases where it is likely that the situation in their country of origin will change. Asylum is more similar to a permanent residence permit.

4 The literature shows that often it is more the imagined size of the competing group than the real size that creates the sense of danger (Pottie-Sherman and Wilkes 2017).
are in a worse economic situation. The participants of the surveys presented in this paper were students and as such probably not active (or only to a limited extent) in the labour market. Nevertheless, the labour market competition is still relevant, mainly because young people are prone to adapt to their parents’ opinions and views (Borgonovi and Pokropek 2019; Miklikowska 2017). Therefore, young people can adapt their parents’ views on the labour market and immigrants as competitors. This issue was addressed by questions A1, A2 and A3 (see Table 1).

However, the interpersonal environment can help to lower anti-immigrant sentiments. The first and probably best known concept here is the contact theory (sometimes called the contact hypothesis or intergroup contact) (Allport 1954). The theory suggests that prejudice between groups decreases with more face-to-face interaction; simply put, if you meet a person from a different group face to face, you are able to see him or her as a normal human being, just like you (Allport 1954; Pettigrew and Tropp 2006; Berg 2009). The study of Miklikowska (2017) provides evidence that such intergroup contact may even lower prejudice young people adapt from their parents.

2. Materials and methods

The theoretical approaches mentioned above were the basis for the analysis of the attitudes towards immigration among Czechs aged 14 to 19 in 2011 and 2016, respectively. The study is based on two questionnaire surveys held in Czechia with the same set of questions. The participants were contacted via their lower (aged 11 to 15) and upper (15 to 19) secondary schools.

The questionnaire contained 10 statements and 9 personal questions (see Table 1). The respondents marked their agreement or disagreement with each statement using the Likert scale of six possible answers: strongly disagree, disagree, somewhat disagree, somewhat agree, agree, and strongly agree. The possible answers were assigned points from 1 (strongly disagree) to 6 (strongly agree). Four of the statements were reversed to control for possible automatic answering without understanding the content. In the analysis, the scores for these reversed statements (A3, A5, B4 and B5 in Table 1) were subsequently reversed to enable comparison of scores throughout the whole questionnaire.

From these variables, a score of openness (= more positive attitudes) to immigration was counted. The range of the score is from 10 to 60; students who showed least openness therefore scored 10, while those with maximum openness scored 60.

To see what is behind positive attitudes towards immigration, i.e. what things influence it, regression analyses were run. In the regression models, openness to immigration was the dependent variable and the personal information (Table 15), together with factors from factor analysis, were used as independent variables. In total, six different regression analyses were run: one for the total score of openness, three using factors created by factor analysis, and finally one apiece for the two years, to see whether there was any change in the influence of personal factors between 2011 and 2016. The first four models include a binary independent variable for the years to see whether there was any difference between the two surveys.

5 We excluded from the analysis the answer to the statement “I have visited another country,” as almost all respondents marked ‘Yes’ (see Table 2), so it would have not brought any additional information.
2.1 Sample

The respondents were students aged between 14 and 19. The surveys were conducted in cooperation with their schools. The schools were contacted primarily through geography teachers cooperating with Charles University’s Faculty of Science. The selection was therefore not random and so we do not use significance level in our models. As for the geographical dispersion of the sample, around 50% of questionnaires were collected in Prague and the rest in other locations in Czechia, including smaller towns. Most schools were grammar schools, which are schools for talented students – a fact that might influence the results (Hasman and Divínová 2020; Straková and Simonová 2013). Different towns were included in each of the two years (with only Prague included in both years), which might affect comparability of results between the two years. Thus, we cannot certainly assess, whether potential differences in results between both years are given by real change of attitudes caused, for instance, by the “migration crisis”, or whether they are rather given by different sample.

For the analysis, only questionnaires with all questions completed were included – in 2011 this was 88.4%, in 2016 89.5% of all questionnaires collected. Despite different schools being included from one survey to the next, the basic characteristics of the students were similar (Table 2). The exception is the number of students who had visited another continent, which rose between 2011 and 2017 by 10.6%. The second change occurred in the question on students’ interest in current affairs abroad, which dropped by 9.2%. Nevertheless, even in 2016 more than 88% of the students were interested in foreign affairs – a fairly high number. A possible explanation may be a change of the type of media coverage of world affairs including many quite emotional and sensational contributions by the Czech media during the “migration crisis” (Jelínková 2019) but the available data does not allow to state a clear causality.

### 3. Results

Looking at overall results for both years, clear similarities can be found. The overall scores of openness did not differ much between the 2011 and 2016 samples (Table 3). The inner distribution of the samples was controlled to find whether the latter sample was more polarised than the former one. As shown in Table 4...

---

**Table 2** Background information.

<table>
<thead>
<tr>
<th></th>
<th>2011</th>
<th>2016</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total number of questionnaires*</td>
<td>856</td>
<td>1,074</td>
</tr>
<tr>
<td>Average age</td>
<td>16.4</td>
<td>15.6</td>
</tr>
<tr>
<td>Female respondents (%)</td>
<td>61.2</td>
<td>56.4</td>
</tr>
<tr>
<td>Respondents who have visited another continent (%)</td>
<td>45.4</td>
<td>56.0</td>
</tr>
<tr>
<td>Respondents who have visited another country (%)</td>
<td>97.9</td>
<td>98.6</td>
</tr>
<tr>
<td>Respondents who have lived in a different country than that of their citizenship (%)</td>
<td>10.3</td>
<td>12.9</td>
</tr>
<tr>
<td>Respondents who plan a stay abroad longer than 6 months before turning 25 (%)</td>
<td>56.2</td>
<td>59.2</td>
</tr>
<tr>
<td>Respondents who are in touch with a person abroad (letters, e-mails, chat, etc.) (%)</td>
<td>54.3</td>
<td>54.7</td>
</tr>
<tr>
<td>Respondents who have at least one close friend who is an immigrant or a refugee (%)</td>
<td>61.8</td>
<td>65.0</td>
</tr>
<tr>
<td>Respondents who are interested in current affairs abroad (%)</td>
<td>97.7</td>
<td>88.5</td>
</tr>
</tbody>
</table>

* We included only questionnaires with all questions filled in.

**Table 3** Openness to immigration in the years 2011 and 2016 (scores from 10 to 60).

<table>
<thead>
<tr>
<th></th>
<th>2011</th>
<th>2016</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimum</td>
<td>13</td>
<td>10</td>
</tr>
<tr>
<td>Maximum</td>
<td>54</td>
<td>59</td>
</tr>
<tr>
<td>Mean</td>
<td>37.68</td>
<td>37.55</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>5.59</td>
<td>6.36</td>
</tr>
</tbody>
</table>

**Table 4** Factor Analysis Results

<table>
<thead>
<tr>
<th>Factor number</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>A4 – Immigration despite lower standards of living</td>
<td>0.721</td>
<td></td>
<td></td>
</tr>
<tr>
<td>A3 – Immigrant workers are allowed (Reversed)</td>
<td>0.702</td>
<td></td>
<td></td>
</tr>
<tr>
<td>B5 – Religion (Reversed)</td>
<td>0.460</td>
<td>0.420</td>
<td></td>
</tr>
<tr>
<td>A1 – Moral obligation to share own wealth</td>
<td>0.459</td>
<td></td>
<td></td>
</tr>
<tr>
<td>B2 – Enjoying understanding others’ behaviour</td>
<td>0.710</td>
<td></td>
<td></td>
</tr>
<tr>
<td>B3 – Talking to people from different cultures</td>
<td>0.682</td>
<td></td>
<td></td>
</tr>
<tr>
<td>B1 – Learning from different cultures</td>
<td>-0.323</td>
<td>0.536</td>
<td>0.319</td>
</tr>
<tr>
<td>A2 – Benefit from the world’s interconnectedness</td>
<td>0.447</td>
<td></td>
<td></td>
</tr>
<tr>
<td>A5 – International trade agreements (reversed)</td>
<td>0.811</td>
<td></td>
<td></td>
</tr>
<tr>
<td>B4 – A lot in common</td>
<td>0.345</td>
<td>0.560</td>
<td></td>
</tr>
</tbody>
</table>

Note: Table shows correlation coefficients between original statements and new derived factors. Values < 0.3 have been suppressed. The rotation varimax was used.

---

6 The research sample was recruited in accordance with the ethical recommendations for the research with non-adult participants. Data collection took place at schools during geography lessons. The research was approved by the participating school management having general approval to such activities from the parents of students. Schools without such approval were eliminated. However, most of the schools asked data collectors to anonymize results (or not to collect detailed information about their students). Therefore, the personal questions were reduced.
The responses to the individual statements were also very similar in both years. A detailed summary of the responses is presented in Table 5. The table shows the means for all ten statements; the higher the mean is the more positive attitudes towards migration are.

At first sight, the responses for all ten answers are very similar in both years. There is also a clear division between the answers for the statements on economy and migration (A1 to A5) and for those on cultural diversity (B1 to B5). This seems logical in that it might be natural to be more open to different cultures but careful about economic issues.

Principal component analysis was run to examine in which statements our respondents answered similarly. Results confirmed that the division into two components is not straightforward and instead three factors (based on Eigenvalue larger than 1) should be extracted (Table 4). All three factors include both A and B statements. The subsequent closer examination of the three factors brought some logical explanation for this.

FACTOR 1: A1, A3, A4, B5. Statement B5 is “Foreigners are particularly obnoxious because of their religious beliefs.” (Reversed). Thinking of media work on migration and some parts of public discourse, discussion of economic factors was commonly accompanied by discussion of immigrants’ religion (Islam in particular). Therefore, it is not surprising that these statements cluster together: respondents who view migrants as an economic threat might also see different religions as undesirable (and vice versa). The connection between these statements might be also related to their wording as they explicitly talk about foreigners and immigrants on the individual level rather than about general phenomena of migration, cultural diversity etc. This difference between attitudes towards immigration and attitudes towards immigrants (i.e. a general process vs. individual people) has been already documented in literature, for example in Pettigrew and Tropp (2006) and in Čermáková and Leontiyeva (2017).

FACTOR 2: B1, B2, B3, A2. Statement A2 is “In the long run, my country will probably benefit from the fact that the world is becoming more interconnected.” This was included with the statements on economy and migration, but it does not mention economy directly – therefore it might be that respondents interpreted the statement in a wider sense and see other, non-economic, benefits of global interconnectedness. In that case, it makes sense that it is in the same component as statements on cultural diversity rather than statements on the economy. All the statements in this group point to benefits related to global issues and different cultures (see Table 1).

FACTOR 3: A5, B4. In the third component, the link might not be that clear, but we can see behind it an idea of not sharing with people in different countries because we have very little in common.

These three factors were used in the second set of regression models (see below) to see what personal characteristics influence the outcomes of these factors.

---

**Table 5 Results for all ten statements and factors.**

<table>
<thead>
<tr>
<th>Variable/Factor</th>
<th>2011 Mean</th>
<th>2011 Standard deviation</th>
<th>2016 Mean</th>
<th>2016 Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1 – Moral obligation to share own wealth</td>
<td>2.91</td>
<td>1.248</td>
<td>2.96</td>
<td>1.240</td>
</tr>
<tr>
<td>A2 – Benefit from the world’s interconnectedness</td>
<td>3.87</td>
<td>1.063</td>
<td>3.81</td>
<td>1.083</td>
</tr>
<tr>
<td>A3 – Immigrant workers are allowed (Reversed)</td>
<td>3.58</td>
<td>1.400</td>
<td>3.49</td>
<td>1.521</td>
</tr>
<tr>
<td>A4 – Immigration despite lower standards of living</td>
<td>2.48</td>
<td>1.146</td>
<td>2.49</td>
<td>1.293</td>
</tr>
<tr>
<td>A5 – International trade agreements (Reversed)</td>
<td>3.67</td>
<td>1.291</td>
<td>3.74</td>
<td>1.321</td>
</tr>
<tr>
<td>B1 – Learning from different cultures</td>
<td>4.37</td>
<td>1.097</td>
<td>4.48</td>
<td>1.113</td>
</tr>
<tr>
<td>B2 – Enjoying understanding others’ behaviour</td>
<td>4.52</td>
<td>1.236</td>
<td>4.49</td>
<td>1.301</td>
</tr>
<tr>
<td>B3 – Talking to people from different cultures</td>
<td>4.16</td>
<td>1.298</td>
<td>4.15</td>
<td>1.312</td>
</tr>
<tr>
<td>B4 – A lot in common</td>
<td>3.34</td>
<td>1.315</td>
<td>3.49</td>
<td>1.242</td>
</tr>
<tr>
<td>B5 – Religion (Reversed)</td>
<td>4.77</td>
<td>1.317</td>
<td>4.46</td>
<td>1.457</td>
</tr>
<tr>
<td>Factor 1</td>
<td>13.74</td>
<td>3.238</td>
<td>13.39</td>
<td>3.759</td>
</tr>
<tr>
<td>Factor 2</td>
<td>16.91</td>
<td>2.856</td>
<td>16.93</td>
<td>3.057</td>
</tr>
<tr>
<td>Factor 3</td>
<td>7.02</td>
<td>1.953</td>
<td>7.22</td>
<td>1.922</td>
</tr>
</tbody>
</table>

Note: The reversed statements were recalculated in order to make them comparable with the other statements. In all cases, higher values mean higher openness.

---

7 Table 4 shows that Factor 2 loadings of Statement B5 are nearly similar to those for Factor 1, so we also tried to include Statement B5 in Factor 2. Results of following regression analysis were, however, very similar regardless of B5 being or not being included in Factor 2.
3.1 What factors influence students’ attitudes?

To answer the research questions, six different regression analyses were run. Model 1 was built for the whole dataset and its aim was to investigate a general pattern of factors influencing students’ attitudes. In Models 2–4, we examined factor scores, obtained from the factor analysis above, individually. The last two models, Model 5 and Model 6, were run to examine the two survey years (2011 and 2016) separately to examine whether the overall pattern differed between the two surveys. The first four models included a binary independent variable for the years to see whether there was any influence in the time change. These six models enabled us to observe the patterns in data more closely and to avoid hasty conclusions that could be reached if only the overall scores (shown in Table 5) were discussed.

In this model (described in Table 6), three variables stand out as most influential for the openness of the respondents: gender, previous experience with living in a different country and following current affairs abroad. The strongest role is that of gender – female respondents were more likely to score higher openness, i.e. more positive attitudes, to migration and cultural diversity. Apart from gender, a somewhat important role of interest in current affairs abroad can be observed. Other factors with some effect on the scores are: (1) respondent lived in a different country, (2) respondent plans a longer stay abroad, and (3) respondent has a close friend who is an immigrant. In all cases, the influence was positive, e.g. respondents who lived in a different country had more open attitudes. On the other hand, the difference between 2011 and 2016 is very limited. This model points to the contact and social network theories, as living abroad and being interested in current international affairs means respondents are more likely to be in an environment where other people migrate temporarily or permanently abroad. Therefore, their anti-immigrant sentiments may be lower as they have either experienced a migrant-like situation themselves or know other people who have, and they are also more likely to have people from different countries among their friends.

In Models 2, 3, and 4, we used the results of the factor analysis (see above) and counted the points for the answers included in each factor (e.g. Factor 1 was counted by adding up the answers to statements A1, A3, A4 and B5). Table 7 shows that the independent variables have different impact on the three factors. As described above, Factor 1 includes statements that explicitly talk about individual migrants and therefore can obtain different answers than the statements on migration as a general phenomenon. The strongest
influences on this factor are gender, having lived in a different continent and having an immigrant among friends. Such results again point to the contact theory: having lived abroad provides one with personal experience of being a migrant and having immigrants as friends provides contact with individual migrants and their specific situations, and as a result, these respondents have more positive attitudes towards migrants as individuals.

Statements on cultural issues and interconnectedness of the world are clustered in Factor 2. Gender plays an important role again, together with planning a stay abroad and following the news. This might be because people who think more outside the borders of their own state appreciate other cultures and are interested in them. Consequently, they are also interested in current affairs abroad and plan to stay abroad for some time. The connection between these issues seems logical, though the causality might be blurred.

Factor 3 includes two statements that are loosely connected through economic development of specific countries. As the connection is rather loose, the regression coefficients do not show any particular variable that would influence the outcomes of this factor.

Models 5 and 6 are presented in Table 8 and show results for the two years of the survey separately. This step was aimed at revealing particular changes in the effects of particular determinants between the two surveys. Looking more closely at the results of Models 5 and 6, it can be observed that the role of gender was particularly high in both years, with female respondents demonstrating more positive attitudes. The differences in the regression coefficients are quite small, with the one exception of having an immigrant among friends. This could be related to the extensive media coverage, whose depiction of immigration was quite scandalously biased, which may have made it hard for respondents to find their own position on the topic. Therefore, personally knowing an immigrant could prove to be the key to being more open to migration despite all the negative messages received from the media and politicians. If this is the case, it would be a proof of the contact theory (see also Hasman and Divínová 2020).

### 4. Discussion

In a situation where Czech immigration levels are still quite modest compared to Western Europe and where the country’s economic situation has been good over the last years, the growing negative attitudes towards immigration may seem a little contradictory.

On the other hand, considering the theoretical concepts described above, the situation becomes clearer. Within the concept of group threat, there is a part of the population that can, despite the overall low unemployment levels, perceive immigrants as competitors in the labour market and in terms of values and norms, especially in some regions with higher unemployment levels and more remote regions that tend to be more homogeneous. In the sample, some of these tendencies can be observed. As indicated at Table 5, the scores for economic statements (A1 to A5) were on average lower in both years than the scores for cultural diversity (B1 to B5). This shows that the respondents were more careful about sharing their own resources with immigrants – even in 2016 when the situation in labour market was already very good, with the unemployment level at 3.6% (Czech Statistical Office). This would suggest that there is indeed a tendency to perceive immigration as an economic threat even among students who themselves do not participate in the labour market (or to a limited extent).

In support of the contact theory, we can observe the growing role of having an immigrant among one’s friends: in 2016, it was more likely that respondents with immigrants among their friends were more open to immigration and cultural diversity. Therefore, having direct contact with an immigrant positively influenced their openness. In Models 2, 3, and 4, the influence of having an immigrant among one’s friends proved to be more important for Factor 1 than for Factor 2, i.e. it was more important for a factor that mostly dealt with individual immigrants and their presence in Czechia. This further proves the importance of actually knowing some immigrants personally to having more positive attitudes towards immigrants/immigration, in accordance with People in Need (2015), which also focused on students at secondary schools. Moreover, we can observe the importance of

### Tab. 8 Models 5 and 6: Differences in attitudes’ determinants between 2011 and 2016.

<table>
<thead>
<tr>
<th>Dependent variable</th>
<th>Openness to migration and cultural diversity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>5 6</td>
</tr>
<tr>
<td>Year</td>
<td>2011 2016</td>
</tr>
<tr>
<td>R²</td>
<td>0.093 0.121</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Independent variables</th>
<th>Standardised regression coefficients</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td>0.204 0.174</td>
</tr>
<tr>
<td>Age</td>
<td>0.011 0.055</td>
</tr>
<tr>
<td>Visited another continent.</td>
<td>−0.026 −0.005</td>
</tr>
<tr>
<td>Lived in a different country than that of my citizenship.</td>
<td>0.116 0.097</td>
</tr>
<tr>
<td>Plans a stay abroad longer than 6 months before the age of 25.</td>
<td>0.084 0.097</td>
</tr>
<tr>
<td>In touch with a person abroad.</td>
<td>0.008 0.063</td>
</tr>
<tr>
<td>One of my close friends is an immigrant.</td>
<td>0.068 0.117</td>
</tr>
<tr>
<td>Interested in the current affairs abroad.</td>
<td>0.130 0.137</td>
</tr>
</tbody>
</table>
experience with living abroad – indirectly, this can be also considered a proof of the contact theory as it gives respondents experience of the migrant situation and meeting other migrants and people of different cultures, religions, etc. generally.

In all the models, it can be observed that the role of gender is important for the level of openness to immigration and cultural diversity, and that women are more likely to have more positive attitudes towards immigration. Such conclusions have already been shown in previous studies (for example Strabac et al. 2014; Hanus et al. 2017; Beneker et al. 2013), but on the other hand other studies did not prove the role of gender in attitudes towards immigration (Hasman and Divínová 2020; Chandler and Tsai 2001; Novotný and Polonský 2011), and others show only a partial or none tendency for men to have more negative attitudes towards immigrants or other types of minorities (Gorodzeisky and Semyonov 2009; Kudrnáč 2017).

Following current affairs and having lived in a different country proved to be generally the strongest predictors in our models. In the last model (for the year 2016) the growing importance for openness toward immigration of having an immigrant among friends was observed. Such growth of importance of this variable might be caused by the different context after the “migration crisis” – in the flood of media coverage, speeches and online posts on immigration, the existence of a friend who is an immigrant might have become a key determinant of respondents’ attitude towards immigration. This is in accordance with the contact theory that highlights the importance of personal contact for a person’s attitudes (Miklikowska 2017).

It is also worth noting that age did not have any influence on the openness of the respondents, though this might be an artefact of the fairly small age range of the respondents and their belonging among teenagers, i.e. same age group (similarly also Straková and Simonová 2013).

4.1 Limitations of the survey

Some limitation should be considered when dealing with the results of the survey. First of all, limits result from the method of contacting respondents – most of them were from grammar schools with a selective admission procedure, and at the same time, half of respondents came from Prague. These facts raise questions about the influence of the specific educational environment of grammar schools or distinctive social context of Prague compared to other parts of Czechia (Hasman and Divínová 2020).

Moreover, the described method of participants’ recruitment resulted in the fact that the research samples were not randomly selected and, therefore, were not representative for the whole population of young Czechs. Given that, it should be kept in mind that the study present results of two surveys (conducted in two different years) and indicate possible linkages between them. The exact influence of the media, time, education, etc. on the openness to migration should be confirmed by the subsequent studies using the initial finding of this study.

As for the questions themselves, there might be an issue concerning the specific relationship between Czechia and Slovakia (due to their common history) and the subsequent question of possible confusion as to whether a Slovak friend is an immigrant or not – many people in Czechia do not perceive Slovaks as immigrants. However, this is likely to be different for younger people who are less used to being around Slovaks – therefore the issue may not apply to the sample. Nonetheless, it could be useful to include a question about who respondents perceive as an immigrant. Such perceptions can be based on knowledge of the actual situation (where immigrants in Czechia typically come from), personal experience (who are the immigrants the respondents personally know) or the media, fake news etc. (in which case the picture of an immigrant can be distorted far from reality). Such issues are discussed for example in Hasman and Divínová (2020), Strabac et al. (2014) and Hayes and Dowds (2006). Both of the latter two papers also discuss the question of who the respondents actually think of when thinking of an immigrant, but such an issue is difficult to handle in a survey – interviews would probably be more appropriate to go into such details.

Another issue could be posed by question five, “I have lived in a different country than that of my citizenship,” primarily for respondents who have non-Czech citizenship (including dual citizenship) yet live in Czechia. The use of citizenship as a defining category is probably not ideal, especially with young people for whom all the consequences and legal issues related to citizenship might not be clear. However, the number of immigrants at Czech secondary schools is still modest, so this problem should not cause problems for the overall interpretation of the results.

The last issue to be considered is the reliability of the answers themselves – as in other surveys, respondents may reply as they think is expected rather than as they actually think. This might be particularly true of the age group 14–19, who may tend to reply in accordance to the overall climate at school or in class rather than expressing their real opinions. Conversely, in this age group, we may expect cases of rebellion, i.e. respondents marking more extreme opinions on purpose (Kudrnáč 2017).

8 Citizenship is the main distinguishing characteristic used by the Czech Statistical Office and other state institutions, which influences how migration is studied in Czechia.
5. Conclusion

In this paper, attitudes towards immigration and immigrants before and after the “migration crisis” among Czech youth were examined. The research was based on two surveys, conducted in 2011 and 2016 respectively. The results show that there was not a tremendous difference in the attitudes. Nevertheless, looking closely at the results, two main differences can be observed.

First, higher polarisation of answers in 2016 than in 2011, i.e. in 2016 there were more answers at each end of the spectrum rather than in the middle.

Second, factors influencing answers, mainly in the statement on having an immigrant among one’s close friends. It seems that in the extensive and often emotional media coverage of the “migration crisis”, having an immigrant as a friend became even more decisive, demonstrating the validity of the contact theory (Miklikowska 2017). The contribution of such finding is the fact that in the present study, the theory was tested in the context of a Central European post-socialist country, i.e. in a different context than most studies working with the contact theory. Therefore, it can be said that providing evidence for the contact theory in such a different context moves its validity even further and makes it more robust.

The group threat theory was not persuasively supported by our data. However, there were some indications in this direction, mainly the fact that the scores on economic statements were consistently lower than those on more general cultural issues. The respondents seemed to be more careful about the economy and sharing their own wealth while being comparatively more open towards cultural diversity. The findings of this study can contribute not only to the knowledge in the field of attitudes towards migration but (considering the “school age” of participants) also to the development of attitudes towards migration at lower and upper secondary schools – in terms of developing and planning the curriculum in such a way that it would enhance students’ attitudes. Especially, the paper points out the need to pay attention to the development of students’ attitudes (in parallel to their knowledge and skills) and can help teachers to advocate the implementation of such development into the school curriculum. Moreover, the paper provides an easy-to-replicate tool for assessment of attitudes that can be used in classes (of geography). Additionally, the paper results serve as a comparative framework for such in-class experiments. Finally, teachers could benefit from the knowledge of the factors influencing the openness of young people towards migration (or influencing the general development of attitudes) when planning, performing and assessing educational activities – they can highlight factors supporting the openness (e.g. related to the contact theory) and/or be aware of factors that hamper the development of such attitudes (e.g. factors related to the group theory).
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An analysis of potential adopter attitudes regarding electric vehicles: the case of university students in the United Arab Emirates
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ABSTRACT
The authors investigate the perceptions, preferences, and valuation of university students in the United Arab Emirates (UAE) regarding the potential to adopt electric vehicles (EVs) for personal transport by surveying a diverse sample of 664 students from the seven emirates (the capital Abu Dhabi, Ajman, Dubai, Fujairah, Ras Al Khaimah, Sharjah and Umm Al Quwain). Details were elicted about social, economic, and environmental factors that influence the potential to adopt EVs for personal transport, perceived advantages of EVs over gasoline automobiles, and knowledge about EVs. The authors employed the SPSS software platform to categorize various factors according to age and gender. Respondents reported a wide variety of perspectives about EVs including environmental benefits and functional drawbacks. Findings show that participant perceptions, preferences, and valuation about EVs are influenced by a multiplicity of social, economic, and environmental factors. Neglect of these factors will undermine the potential to shift preferences toward greater adoption of emerging sustainable transport technologies.
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1. Introduction

According to the International Energy Agency (2018), global CO₂ emissions from fuel combustion more than doubled between 1971 and 2016. Such trends have garnered global attention and prompted then Secretary-General of the United Nations, Ban Ki-moon, to declare 2014–2024 the decade of Sustainable Energy for All. One of the objectives of this effort is doubling the global share of renewable energy by 2030 (United Nations 2011). As the steward of this objective, the International Renewable Energy Agency (IRENA), which is headquartered in the United Arab Emirates (UAE), envisioned Renewable Energy Maps as an effort to catalyze renewable energy adoption globally. This effort assesses the costs and impacts of globally doubling renewable energy consumption by investigating the role that the largest energy consuming countries could play in achieving this goal. IRENA’s (2018) most recent analysis shows, renewable energy and energy efficiency can, in combination, provide over 90% of the necessary energy-related CO₂ emission reductions. As low-carbon electricity becomes the main energy carrier, the share of electricity consumed in the end-use sectors (buildings, heat, and transport) would need to double, from approximately 20% in 2015 to 40% in 2050. More specifically, in the transport industry, the number of electric vehicles (EVs) on the road would have to increase from approximately 3 million in 2017 to 1 billion in 2050. To achieve this, most of the passenger vehicles sold from 2040 to 2050 would have to be electric and approximately 75% of passenger car activity would have to be provided by EVs.

The UAE is the sixth largest producer of oil globally (approximately 2.8 million barrels per day) and the world’s third largest net exporter. Initial efforts to diversify the UAE economy capitalized on energy availability and focused on energy intensive industries (aluminum, steel, cement, and construction). This has led to the UAE’s per capita primary energy use to be 7th in the world at 346 gigajoule (GJ) per person per year compared to, for example, the United States which ranks 11th at 300 GJ and Saudi Arabia which ranks 15th at 258 GJ (Sgouridis et al. 2016). The majority (99%) of domestic transportation in the UAE is road-based using gasoline automobiles and diesel trucks and buses. Road transportation accounts for a large share of gasoline and diesel consumption. With gasoline fuel subsidies, average fuel efficiencies are low and public transportation alternatives are not developed sufficiently. Urban and transportation planning to date have created an automobile-centric transportation system and a car-oriented infrastructure along with a ‘car culture’ that promotes powerful cars and sport utility vehicles. In 2016, there were approximately 3.4 million or 278 vehicles/1000 people registered in the UAE (World Health Organization 2018). The transport sector accounts for 22% of the UAE’s domestic energy consumption and is a major contributor of CO₂ emissions. Given the expected growth in the UAE’s economy and population, the transport sector’s CO₂ emissions will increase. For example, the number of vehicles in Abu Dhabi alone is projected to increase from approximately 600,000 in 2010 to between 1.5 and 2 million in 2030. This translates to an increase in vehicle ownership from 264 vehicles/1000 people in 2010 to 642 vehicles/1000 people in 2030 (Sgouridis et al. 2016). To reduce the UAE’s CO₂ emissions and meet its pre-allotted quota of the Kyoto protocol and COP21 targets, alternative sustainable solutions are required.

A sustainable transport system is a clearly articulated objective of the Department of Transport in the UAE (DOTAD 2009), which demonstrates the potential for replacing CO₂ emitting gasoline vehicles with zero emission EVs. Electricity in the UAE is generated almost exclusively by natural gas combined cycle power plants, which implies a low carbon footprint that has the potential to be further reduced with the deployment of solar energy and the planned nuclear power plant expansion (Sgouridis et al. 2016; WBGU 2012). UAE is characterized by a hot arid climate with harsh summer temperatures and mild to warm winters. EVs have demonstrated their ability to operate in the UAE’s climate through a sustainable-oriented development effort at Masdar City (Mueller and Sgouridis 2011). Sustainable domestic economic development requires a reliable domestic transport sector that decouples from fossil fuels to meet the need for a long-term sustainable energy supply.

2. Research Questions, Objectives, and Hypotheses

The main research question of this study is to what extent do the perceptions, preferences, and valuation of university students in the UAE influence the potential to adopt EVs for personal transport? The sub-questions are to what extent does age group and gender affect university students’ decisions? What are the barriers that influence the potential to adopt EVs? What issues related to sustainable transport influence the potential to adopt EVs?

The primary objective of this study is to investigate the perceptions, preferences, and valuation of university students in the UAE regarding the potential to adopt EVs for personal transport. The sub-objectives are to analyze university students’ decisions across age and gender; to identify potential barriers to adopting EVs; and to determine if issues related to sustainable transport influence the potential to adopt EVs.

Two hypotheses follow: first, it is the contention of the researchers that perceptions, preferences, and valuation have a determining effect on the potential to adopt emerging pro-environmental technologies,
such as EVs, for personal transport. Moreover, consumer decisions regarding pro-environmental technologies, such as EVs, are not only based on ethical, technical, or economic factors, but also a host of social factors (e.g., public perception about one product over another, perceived advantage of one product over another, and so on). Second, the success of adopting EVs for personal transport depends on the effectiveness of addressing the issues that potential adopters (e.g., university students) have about them. Sustainable transport strategies have often been directed towards already existing consumers, however, the authors contend that a focus on sustainable transport strategies directed at potential adopters will yield greater results in terms of achieving a more sustainable transport sector.

3. Previous Studies and Contribution of the Current Research

Research examining the attitudes of consumers regarding the adoption of EVs may be divided into three intersecting categories: studies that examine consumer perception, driver experience, and societal symbolic meaning. An important caveat to note is the tendency for such studies to quickly become dated and to be country- and region-specific, given local demographic groups, transport policies, and the availability of incentives (Lane 2011). Recent reviews of the research on attitudes of consumers regarding the adoption of EVs provide a comprehensive overview of the academic literature (see, for example, Adnan et al. 2017; Hardman 2019; Liao et al. 2017, 2019; Neves et al. 2019; Qian et al. 2019; Rezvani et al. 2015). These studies examine a variety of related topics including: the methodological approaches that researchers employ, the heterogeneity of the attributes that consumers prefer, and the implications this has for policy-makers and researchers. Among the significant findings is the continued importance that consumers place on economic, technological, environmental, and policy attributes. Issues such as cost, driving range and duration, performance, brand availability, and tax reduction incentives remain on the top of consumer concerns. Moreover, increasing carbon dioxide emissions and associated environmental outcomes, consumer awareness about issues related to sustainability, and informative promotion and understanding of novel technologies such as EVs are key factors that affect the decision-making processes of consumers. In addition, socio-psychological factors have been highlighted by some researchers. These studies reveal the complexities of adopting novel technologies that go beyond utilitarian issues. Some of the topics that are explored include: semiotics and identity, processes through which novel technologies are diffused and adopted, and emotions such as the pleasure associated with driving.

Some authors argue that perceptions have an impact on consumers’ potential to purchase EVs. Zhang et al. (2018: 72) claim, “Consumers’ perception of incentive policies is intertwined with the perceptions of environmental benefits and risks inherent in the immature technology associated with EVs.” This demonstrates that economic incentives alone are not sufficient for making consumers consider adopting EVs. Axsen et al. (2017: 172) point to the ways confusion and misperceptions influence adoption. The authors found “that there is widespread ignorance or misunderstanding” regarding EVs and “Providing information to consumers may be an important step in efforts to support the adoption” of EVs. The authors highlight the importance of information dissemination and adoption in adopting novel technologies. In addition, perceptions about the ‘strangeness’ and ‘trustworthiness’ of the technology were identified by potential adopters as barriers pointing to the importance of ‘normalizing’ emergent technologies. Researchers have also identified misconceptions about other attributes such as driving range, safety, reliability, and recharging time as influencing adoption (e.g., Carley et al. 2019; Coffman et al. 2017; Graham-Rowe et al. 2012; Krause et al. 2016; Schneidereit et al. 2015; Sgouridis et al. 2018; She et al. 2017).

Authors have also examined the impact of real world driver experience on the adoption of EVs. Some authors claim, “individual preferences change significantly after a real experience with an electric vehicle” and concerns regarding commonly held misconceptions such as “driving range, top speed, fuel cost, battery life and charging in city centres and train stations” (Jensen et al. 2013: 24) are subsided. Similarly, in another study, 79 participants drove EVs in the Berlin, Germany metropolitan area for a 6-month field trial. Although participants reported advantages as well as barriers, the authors claim, “Experience can significantly change the perception of EVs” (Bühler et al. 2014: 177). In both studies, however, the positive effects on the general perception of EVs did not necessarily translate into purchase intentions. Other authors found, in general, driver experience was positive with some drawbacks. Drivers reported advantages of recharging over fueling including the convenience of doing so at home or at a public charging station and the financial savings of recharging compared to fueling. Drawbacks included the lack of infrastructure for recharging, the recharging time, and the limited driving range (Figenbaum and Kolbenstedt 2016; Franke et al. 2017; Graham-Rowe et al. 2012).

While driver experience proved to be an effective method for changing perceptions about EVs, some authors have pointed to the impact that symbolic meanings have on the adoption of EVs. Semiotics are important in two ways: first, cars do not simply provide mobility, but symbolize certain ideas. Second, the ideas that cars symbolize relate to a consumer’s identity. Accordingly, cars are not simply about moving
from one point to another, but about beliefs, values, social status, and so on (Heffner et al. 2006). Skîppon et al. (2016) tested the effect of direct experience in a randomised controlled trial with 393 drivers. The drivers in the experimental group drove an EV and the drivers in the control group drove an equivalent gasoline vehicle. Despite the fact that drivers rated the performance of the EVs more highly than the gasoline vehicles, willingness to adopt an EV declined after the experience. The authors claim that consumers prefer products whose symbolic meanings are congruent with personal identity. Symbolic meanings can override the ‘rational’ calculations evidenced from the experience of driving an EV. In a similar vein, Schuitema et al. (2013: 39), found “that instrumental attributes are important largely because they are associated with other attributes derived from owning and using EVs, including pleasure of driving (hedonic attributes) and identity derived from owning and using EVs (symbolic attributes)”. Here the authors show that in situations where a consumer has a ‘pro-environment’ self-image, he or she is more likely to adopt an EV. Studies such as these as well as others raise the importance of psychological factors relevant for determining behavioural intention (e.g., Axsen et al. 2018; Haustein and Jensen 2018; Noppers et al. 2015; White and Sintov 2017).

Given the limited number of studies in the UAE on the attitudes of consumers regarding EVs, the current research contributes to the advancement of knowledge on sustainable transport by gaining an understanding of the factors that influence university students’ perceptions, preferences, and valuation regarding the adoption of EVs in the UAE. The authors employ an on-line survey to determine the social, economic, and environmental factors that influence the perceptions, preferences, and valuation of consumers. In addition, the chi-square test is used to investigate the differences in perceptions, preferences, and valuation among the sample population. A framework is developed and applied that accounts for the social, economic, and environmental factors by categorizing various indicators that influence potential adopters.

4. Research Design and Methodology

An online survey was formulated using a predetermined set of questions. The questions addressed issues related to the social (e.g., age, gender), economic (e.g., cost of operating an EV, governmental incentives), and environmental (e.g., sustainable transport, concern for the environment) factors that influence the perceptions, preferences, and valuation of consumers. Perception refers to the way individuals identify, organize, and interpret information to understand their environment. This includes physiological processes involving signals from the human senses to the central nervous system. These are in turn sifted through an individual’s memory, learning, and expectations. While such processes are complex, enabling individuals to see and make sense of the world around them, they are unconscious, incomplete, and varying. In this sense perceptions are selective and may be influenced by experience, motives, and emotions (Goldstein 2009). The term preference refers to the decision-making process in the selection of one product over another. Here individuals make a choice to accept or reject one product over another based on their subjective judgement. Preference is not stable over time. Individuals make choices based on a host of factors such as their socio-economic position, cultural background, religious beliefs, education, and so forth. In this sense preference is malleable and depends on the individual’s particular circumstances during a particular time. The ultimate goal, however, is the ‘best choice’ (real or imagined) based on the degree of contentment or utility that the product provides (Slovic 1995). Valuation denotes the degree of importance that an individual places on an object with the intent of determining a particular course of action. For example, an individual may place a high valuation on an EV because it fulfills the ultimate goal of reducing the individual’s carbon footprint. In this sense, valuation affects the behavior of a person and is the basis for that person’s action. Moreover, valuation is a reflection of the individual’s sense of ‘right’ and ‘wrong’. Simply stated, an individual may place a high valuation on an EV because driving an environmentally friendly vehicle is the ‘right’ thing to do. One’s valuation tends to affect one’s attitude and behavior (Bhattacharya and Constantinides 2005).

The survey was used to collect data from a sample population at the United Arab Emirates University (UAEU) in Al Ain, Abu Dhabi, which currently enrolls approximately 14,000 Emirati and international students. A convenience sampling method was used. Convenience sampling is a non-probability sampling method that relies on data collection from population members who are conveniently available to participate in a study. This method was chosen for three reasons: first, it allowed the researchers convenient access to a diverse group of students; second, it is useful for documenting a quality of a phenomenon that occurs in a given sample; third, it is useful for detecting relationships among different phenomena. The use of convenience sampling, however, has been criticized due to the inability to generalise research findings, the relevance of bias, and high sampling error; however, for this study the sample may be representative since it is drawn from a population at the UAEU that is comprised of a diverse group of students from the seven emirates.

Students at the UAEU were sent a link to the online survey. Respondents were mainly engineering, business, and science undergraduate students. The intention was to capture the perceptions, preferences, and
valuation of individuals who are prospective owners of EVs. In terms of knowledge considerations, the authors consider most of the sample population to be ‘technologically savvy’. Technologically savvy individuals have a high level of quantitative skills, and are more equipped to sort out the technical, economic, and environmental differences between EVs and gasoline vehicles. The authors consider these individuals to be likely early adopters only if they perceive EVs to have advantages over gasoline vehicles.

Over 650 responses were received, but some were rejected due to incompleteness. The main objective of the survey was to characterize potential adopters of EVs by elucidating knowledge, preferences, perceptions, attitudes, valuation, and barriers pertaining to the adoption of EVs as part of a plan for sustainable transport. A secondary purpose of the survey was to relate certain socio-economic characteristics including age, gender, and economic incentives to individual perceptions, preferences, and valuation towards EVs. The survey included three sections. The first section of the survey asked for respondents’ gender, age, and field of study. Respondents’ perceptions, preferences, and valuation towards EV attributes were examined in the second section. In the third section, respondents were questioned about environmental and sustainability issues.

Data was entered in the SPSS software to categorize and establish relationships among a variety of indicators regarding the potential to adopt EVs. A chi-square test was used to investigate the differences in perceptions, preferences, and valuation among the sample population. A chi-square test for independence compares two variables in a contingency table to see if they are related. This is done primarily by testing the null hypothesis of no association between a set of groups and outcomes for a response. The researchers used the standard 5% or 0.05 cut-off for defining what is a statistically significant difference. Therefore, an associated p-value < 0.05, means that there is significant evidence of an association between variables.

5. Results and Discussion

The data from the survey and the analysis of the results are organized in the following way: first, the composition of the respondents including age, gender, and field of study; second, factors such as concern for the environment, trendiness, and drivability that influence the potential to adopt EVs according to age and gender. In addition, the effectiveness of incentives such as government subsidies, transportation requirements, knowledge about EVs, and public opinion that influence the potential to adopt EVs according to age and gender; and third, factors such as price, driving range, and recharge time that discourage the potential to adopt EVs according to age and gender.

5.1 Composition of the respondents

The sample indicated that 67% of the respondents were female and 33% were male. The discrepancy between female and male respondents reflects the student population at the UAEU where females account for 82% and males 18%. In addition, most of the respondents were 19 years and below (55%) and 20–24 years (36%) with the remaining 9% in the 25–29 years and 30 years or over categories. The age of the respondents reflects the mostly undergraduate student population at the UAEU. In terms of the field of study, Figure 1 shows that the largest group of respondents were from Engineering (25%), followed by Humanities (20%), Business (14%), and Science (14%). This indicates that many of the respondents are ‘technologically savvy’; they have a high level of quantitative skills, and are equipped to sort out the technical, economic, and environmental differences between EVs and gasoline vehicles.

5.2 Factors that influence the potential to adopt EVs

There were many factors that respondents identified as influencing their potential to adopt EVs. The results in Table 1 indicate that 64% identified “good for the environment”, followed by “new trend” (28%), and “test drive” (28%) influencing their potential to adopt EVs. When the data is disaggregated according to age, 59% of the respondents in the 19 years and below age group identified “good for the environment” influencing their potential to adopt EVs compared to 34% in the 20–24 age group, and the remainder in the other age categories; 63% of the respondents in the 19 years and below age group identified “new trend” influencing their potential to adopt EVs compared to 33% in
the 20–24 age group; and 63% of the respondents in the 19 years and below identified “test drive” influencing their potential to adopt EVs compared to 33% in the 20–24 age group. Chi-square tests show statistically significant association between the 19 years and below age group and “good for the environment” (chi-square = 35.504; DF = 3; p ≤ 0.00001), “new trend” (chi-square = 185.09; DF = 3; p ≤ 0.00001), and “test drive” (chi-square = 148.52; DF = 3; p ≤ 0.00001). This shows that the 19 years and below age group is more likely to be influenced by “good for the environment”, “new trend”, and “test drive” factors than the 20–24 age group.

In addition, although “other people’s opinions” (20%), “cheaper to operate” (24%), and “low noise level” (22%) did not rank as high in importance in terms of influencing the potential to adopt EVs, such factors cannot be neglected. When the data is disaggregated according to age, 60% of the respondents in the 19 years and below age group identified “other people’s opinions” influencing their decision to buy an EV compared to 33% in the 20–24 age group; 52% of the respondents in the 19 years and below age group identified “cheaper to operate” influencing their decision to buy an EV compared to 39% in the 20–24 age group; and 62% of the respondents in the 19 years and below identified “low noise level” influencing their decision to buy an EV compared to 32% in the 20–24 age group. Chi-square tests show statistically significant associations between the 19 and below age group and “other people’s opinions” (chi-square = 118.24; DF = 3; p ≤ 0.00001), “cheaper to operate” (chi-square = 107.94; DF = 3; p ≤ 0.00001), and “low noise level” (chi-square = 138.61; DF = 3; p ≤ 0.00001). This demonstrates that the 19 years and below age group’s potential to adopt EVs is more likely to be influenced by “other people’s opinions”, “cheaper to operate”, and “low noise level” factors than the 20–24 age group.

When the responses of females were compared to males, 49% of females identified “good for the environment” influencing the potential to adopt EVs compared to 58% of males; 48% of females identified “new trend” compared to 59% of males; 44% of females identified “test drive” compared to 60% of males; 52% of females identified “other people’s opinions” compared to 58% of males; 56% of females identified “cheaper to operate” compared to 54% of males; and 62% of females identified “low noise level” factor compared to 45% of males. A chi-square test shows statistically no significant association based on gender (chi-square = 1.905; DF = 5; p = 0.86213). This indicates that females’ and males’ potential to adopt EVs are influenced by the same factors.

Respondents were asked to rate the importance of government incentives on the potential to adopt EVs based on a 5-point Likert scale from 1 (strongly disagree) to 5 (strongly agree). 67.4% agreed that the government should provide incentives for buying an EV. Chi-square test demonstrates a statistically significant association between the desire for government incentives and age group (chi-square = 17.442; DF = 3; p ≤ 0.00001). The 19 and below age group was more likely than the 20–24 age group to indicate that the government should provide incentives for buying an EV. Also, a chi-square test shows no statistically significant association between the desire for government incentives and gender (chi-square = 3.801; DF = 3; p = 0.1495).

Respondents were asked to rate if EVs can satisfy consumer needs just as effectively as gasoline vehicles on a 5-point Likert scale from 1 (very likely disagree) to 5 (very likely). 54% of respondents agreed that EVs can satisfy consumer needs just as effectively as gasoline vehicles. Chi-square tests demonstrate there was no statistically significant association based on age (chi-square = 2.0976; DF = 3; p = 0.1475) and gender (chi-square = 7.7106; DF = 3; p = 0.0524). Moreover, respondents were asked to rate how likely their next vehicle will be an EV on a 5-point Likert scale from 1 (very likely) to 5 (very unlikely). 49% of the respondents indicated their next vehicle will likely be an EV. Again, a chi-square test demonstrates there was no statistically significant association based on age (chi-square = 2.0976; DF = 3; p = 0.1475) and gender (chi-square = 7.7106; DF = 3; p = 0.0524).

Regarding knowledge about EVs, respondents were asked about their sources of knowledge. In Table 2, the results show 67.6% received knowledge about EVs from internet sources followed by 33.3% from personal communication. Interestingly, no one in the survey selected the newspaper as a source about their knowledge regarding EVs. Chi-square tests demonstrate there is no statistically significant association based on age (chi-square = 11.34; DF = 9; p = 0.25312) and gender (chi-square = 0.651; DF = 3; p = 0.88466). Respondents were also asked to rate their current knowledge about EVs on a 4-point Likert scale from

---

**Tab. 1 Factors that influence the decision to buy an electric vehicle**

<table>
<thead>
<tr>
<th>Factors that influence the decision to buy an electric vehicle</th>
<th>Frequency</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Good for the environment</td>
<td>424</td>
<td>63.7%</td>
</tr>
<tr>
<td>Other people’s opinions</td>
<td>135</td>
<td>20.3%</td>
</tr>
<tr>
<td>Cheaper to operate</td>
<td>158</td>
<td>23.7%</td>
</tr>
<tr>
<td>Low noise level</td>
<td>144</td>
<td>21.6%</td>
</tr>
<tr>
<td>New trend</td>
<td>187</td>
<td>28.1%</td>
</tr>
<tr>
<td>Test drive</td>
<td>186</td>
<td>27.9%</td>
</tr>
</tbody>
</table>

Note: Respondents were given a list of six factors (Good for the environment; Other people’s opinions; Cheaper to operate; Low noise level; New trend; and Test drive) to choose from that would influence their decision to buy an electric vehicle. Respondents chose from one to six factors. For example, 424 or 63.7% of the respondents chose ‘Good for the environment’ compared to only 135 or 20.3% that chose ‘Other people’s opinions’.
Tab. 2 Sources of knowledge about electric vehicles.

<table>
<thead>
<tr>
<th>Sources of knowledge about electric vehicles</th>
<th>Frequency</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Newspapers</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>Magazines</td>
<td>91</td>
<td>13.7</td>
</tr>
<tr>
<td>Television</td>
<td>196</td>
<td>29.4</td>
</tr>
<tr>
<td>Internet sources</td>
<td>450</td>
<td>67.6</td>
</tr>
<tr>
<td>Personal communication</td>
<td>222</td>
<td>33.3</td>
</tr>
</tbody>
</table>

Note: Respondents were given a list of five sources (Newspapers; Magazines; Television; Internet; Personal communication) from which they get most of their knowledge about electric vehicles. Respondents chose from one to six sources. For example, 61 or 13.7% of the respondents chose 'Magazines' compared to 450 or 67.6% that chose 'Internet sources'.

1 (no knowledge) to 4 (good knowledge). 45% claimed to have little knowledge about EVs and 27% claimed to have moderate knowledge about EVs. Chi-square tests demonstrate there is no statistically significant association based on age (chi-square = 11.34; $DF = 9; p = 0.34212$) and gender (chi-square = 0.756; $DF = 3; p = 0.89322$).

Respondents were asked about the importance of advice regarding EVs. 38% said that advice is important, and they rely on the knowledge of their family and friends, while 29% said that advise is important and they rely on the knowledge of professionals. Chi-square tests demonstrated there was no statistically significant association based on age (chi-square = 10.33; $DF = 7; p = 0.28741$) and gender (chi-square = 0.638; $DF = 3; p = 0.74388$).

5.3 Factors that undermine the potential to adopt EVs

There were many factors that were identified that undermine the potential to adopt EVs. The results in Table 3 indicate that most students identified "price" (58%), followed by "limited driving range" (37%), and "long recharging time" (36%) as undermining the potential to adopt EVs. When the data is disaggregated according to age, 67% of the respondents in the 19 years and below age group identified "price" undermining the potential to adopt EVs compared to 26% in the 20–24 age group; 33% of the respondents in the 19 years and below age group identified "limited driving range" undermining the potential to adopt EVs compared to 43% in the 20–24 age group; and 38% of the respondents in the 19 years and below age group identified "long recharging time" undermining the potential to adopt EVs compared to 33% in the 20–24 age group. Chi-square tests show statistically significant association between the 19 and below age group and "price" (chi-square = 62.97; $DF = 3; p \leq 0.00001$), but no significant association between age and "limited driving range" (chi-square = 0.419; $DF = 3; p = 0.93629$), and "long recharging time" (chi-square = 0.358; $DF = 3; p = 0.94878$). This shows that the 19 years and below group’s potential to adopt EVs group is more likely to be undermined by "price" than the 20–24 age group.

Moreover, the "lack of recharging stations" (29%), "lack of trust in new technologies" (21%), "lack of consumer choice" (18%), and "unwillingness to change my lifestyle" (9%) did not rank as high in importance in terms of undermining the potential to adopt EVs. When the data is disaggregated according to age, 48% of the respondents in the 19 years and below age group identified "lack of recharging stations" undermining the potential to adopt EVs compared to 43% in the 20–24 age group; 51% of the respondents in the 19 years and below age group identified "lack of trust in new technologies" undermining the potential to adopt EVs compared to 42% in the 20–24 age group; 45% of the respondents in the 19 years and below identified "lack of consumer choice" undermining the potential to adopt EVs compared to 42% in the 20–24 age group; and 41% of the respondents in the 19 years and below identified "unwillingness to change my lifestyle" undermining the potential to adopt EVs compared to 42% in the 20–24 age group. A chi-square test shows statistically no significant association between all age groups and "lack of recharging stations", "lack of trust in new technologies", "lack of consumer choice", and "lack of consumer choice" (chi-square = 5.084; $DF = 9; p = 0.82693$) factors. This demonstrates that all age groups’ potential to adopt EVs is undermined by "lack of recharging stations", "lack of trust in new technologies", "lack of consumer choice", and "unwillingness to change my lifestyle" factors.

When the responses of females were compared to males, 62% of females identified "price" undermining the potential to adopt EVs compared to 65% of males; 45% of females identified "limited driving range" compared to 55% of males; 45% of females identified "long recharging time" compared to 60% of males; 55% of females identified "lack of recharging stations"

Tab. 3 Factors that discourage students from buying an electric vehicle.

<table>
<thead>
<tr>
<th>Factors that discourage students from buying an electric vehicle</th>
<th>Frequency</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Price</td>
<td>386</td>
<td>58.0</td>
</tr>
<tr>
<td>Long recharging time</td>
<td>241</td>
<td>36.2</td>
</tr>
<tr>
<td>Limited driving range</td>
<td>243</td>
<td>36.5</td>
</tr>
<tr>
<td>Lack of consumer choice</td>
<td>118</td>
<td>17.7</td>
</tr>
<tr>
<td>Lack of recharging stations</td>
<td>195</td>
<td>29.3</td>
</tr>
<tr>
<td>Lack of trust in new technologies</td>
<td>137</td>
<td>20.6</td>
</tr>
<tr>
<td>Unwillingness to change my lifestyle</td>
<td>59</td>
<td>8.9</td>
</tr>
</tbody>
</table>

Note: Respondents were given a list of seven factors (Price; Long recharging time; Limited driving range; Lack of consumer choice; Lack of recharging stations; Lack of trust in new technologies; Unwillingness to change my lifestyle) to choose from that would discourage them from buying an electric vehicle. Respondents chose from one to seven factors. For example, 386 or 58% of the respondents chose 'Price' compared to only 241 or 36.2% that chose 'Long recharging time'.

Tab. 3 Factors that discourage students from buying an electric vehicle.
compared to 58% of males; 56% of females identified “lack of trust in new technologies” compared to 54% of males; 56% of females identified “lack of consumer choice” compared to 54% of males; and 32% of females identified “unwillingness to change my lifestyle” compared to 38% of males. A chi-square test shows statistically significant association based on gender (chi-square = 2.858; DF = 6; p = 0.82645). This indicates that females’ and males’ potential to adopt EVs are undermined by the same factors.

Respondents were asked to rate the advantage of owning an EV over a gasoline vehicle on a 5-point Likert scale from 1 (strongly disagree) to 5 (strongly agree). Most of the respondents (65%) agreed that owning an EV has an advantage over owning a gasoline vehicle. Chi-square tests show statistically significant association between the advantages of owning an EV over a gasoline vehicle by age group (chi-square = 15.6035; DF = 3; p = 0.0014) as well as gender (chi-square = 12.4608; DF = 3; p = 0.006). The 19 and below age group were more likely than the 20–24 age group to indicate that owning an EV has an advantage over owning a gasoline vehicle. Also, males were more likely than females to indicate that owning an EV has an advantage over owning a gasoline vehicle.

6. Conclusions and Implications for Sustainable Transport

The sample of respondents in this study provides important insights about the perceptions, preferences, and valuation of university students regarding the adoption of EVs as part of a strategy towards sustainable transport. The results show several important findings. The youngest age group’s (19 years and below) potential to adopt EVs is more likely to be influenced by environmental factors. This demonstrates a growing awareness about environmental factors among some of the youngest potential adopters of EVs. The same age group is more likely to consider new trends as well as performance influencing the potential to adopt EVs. This indicates that early potential adopters have similar expectations about EVs as they do about gasoline vehicles; they want trendy and well-performing vehicles. Also, the youngest age group is more likely to consider the opinion of others (word of mouth) about EVs, how cheap they are to operate, and noise level. All these factors play an important role in terms of the potential to adopt EVs.

There were also many factors that were identified that undermined the potential to adopt EVs. Among the most important factors was cost, especially for the youngest age group (19 and below). This indicates that early potential adopters may not be financially stable and may not adopt EVs because of their higher cost. Also, all the age groups that were surveyed in this study pointed to other issues that are potential barriers to adopting EVs. For example, the lack of charging infrastructure, the novelty of the technology, and the unwillingness for potential adopters to make a lifestyle change. Furthermore, the findings suggest that although environmental benefits of EVs have a major influence on EV adoption they are ranked after cost and performance.

In terms of a comparison between the overall advantages of owning an EV over a gasoline vehicle, the 19 and below age group males indicated that owning an EV has an advantage over owning a gasoline vehicle. Also, nearly half of the respondents indicated their next vehicle will likely be an EV. This shows that overall, a moderate to high interest in EVs exists despite several reservations expressed towards EVs. In general, attitudes towards EVs were neither wholly positive nor wholly negative, however, completely negative attitudes to EV technology should not be ignored.

Evidence from this study emphasizes the need to address socio-technical barriers facing EVs. As previously mentioned, some major challenges faced by EVs include the lack of charging infrastructure, the novelty of the technology, and so on; however, consumer acceptance is important as it is key to the commercial success or failure of EVs, even if the other criteria are met. A major potential barrier to widespread EV adoption detected among our target group is the uncertainty associated with the EV technology and recharging sources. Some of this uncertainty may be attributed to unfamiliarity with EV technology, but may also be attributed to the older age groups (20 and older) females not being convinced that EVs are a better option than gasoline vehicles.

All age groups, especially the 19 and below age group, favoured economic incentives. This, however, may have little effect on EV market penetration if consumers have low confidence in EV technology. Therefore, certain measures need to be taken to increase the market share of EVs. This includes education, increased investments in EV technology, infrastructure, battery swap programs, extensive warranties on the EV batteries, and increased government credits to subsidize the cost of EVs. Moreover, the study demonstrates the importance of acquiring knowledge about EVs from sources on the internet, word of mouth, and family and friends. Since public opinion can be influenced through media and social networks, policy makers can use this medium to influence the public appreciation for financial and non-financial benefits of adopting EVs such as energy security and reduction of ecological footprint.

The current research contributes to the existing academic literature in several ways. Issues such as environmental concerns, trendiness, operation costs, drivability, other people’s opinions and government incentives are among the most important factors that affect potential adopter attitudes with no significant difference between male and female responses. This is in line with other studies that examine the
importance of a variety of incentives that promote the adoption of EVs, ‘real world’ driver experience, and the symbolic value that vehicles have regarding potential adopter attitudes (see, for example, Heffner et al. 2006; Jensen et al. 2013; Zhang et al. 2018). Among the factors that detract potential adopter attitudes are purchase price, limited driving range, long recharging time, lack of recharging stations, lack of trust in new technologies, lack of consumer choice, and the unwillingness to change one’s lifestyle. Other studies in this vein that highlight the uncertainties surrounding EVs point to issues such as ignorance or misunderstanding regarding novel technologies, lack of infrastructure for recharging, the recharging time, and the limited driving range (see, for example, Axsen et al. 2017; Carley et al. 2019; Figenbaum and Kolbenstvedt 2016). Such findings are similar to other research (see, for example, Adnan et al. 2017; Liao et al. 2017; Rezvani et al. 2015) that provides comprehensive reviews of extensive number of studies. This confirms that social, financial, technical, and infrastructure attributes continue to drive decision-making processes.

The study’s novel contribution to the academic literature relates to the way age plays an important factor in determining the potential to adopt EVs. The study disaggregates the ages of university students into four categories: (1) 19 years and below; (2) 20–24 years; (3) 25–29 years; and (4) 30 years and over. Since most of the respondents (55%) were 19 years and below, they are lower than the age requirement for obtaining a license in the UAE and most likely do not own a vehicle. Accordingly, most of the respondents fell into the category of ‘potential adopters of EVs’ (i.e., potential consumers).

Moreover, the chi-square tests show a statistically significant association between the 19 years and below age group and “good for the environment” (chi-square = 355.04; DF = 3; p ≤ 0.00001), “new trend” (chi-square = 185.09; DF = 3; p ≤ 0.00001), “test drive” (chi-square = 148.52; DF = 3; p ≤ 0.00001), “other people’s opinions” (chi-square = 118.24; DF = 3; p ≤ 0.00001), “cheaper to operate” (chi-square = 107.94; DF = 3; p ≤ 0.00001), “low noise level” (chi-square = 136.61; DF = 3; p ≤ 0.00001), “the desire for government incentives” (chi-square = 17.44; DF = 3; p ≤ 0.00001), “price” (chi-square = 62.97; DF = 3; p ≤ 0.00001), and “EV has an advantage over owning a gasoline vehicle” (chi-square = 15.6035; DF = 3; p = 0.0014). This demonstrates that these factors are more likely to influence the 19 years and below group’s potential to adopt EVs than any other age group in the study.

Given these findings, a good case can be made to more carefully take into consideration the importance of age, especially younger people, when examining issues related to the adoption of EVs. There are several reasons for this. In the UAE, there has been greater emphasis placed on issues related to environmental sustainability through several government initiatives based on the sustainable development goals set out by the United Nations for 2030 (see The United Arab Emirates’ Government Portal 2020). While unlike many Western countries, where such issues have been at the forefront for many years, in the UAE they are relatively new. The initiatives from different government entities, however, have trickled down into the education system. For example, the UAE curriculums at the primary and secondary levels have been revised to include a more comprehensive examination of issues related to environmental sustainability. Students entering the university system in the UAE today are much more aware of the pressing issues regarding the environment, including the problem of CO₂ emissions from gasoline engines, than previous cohorts. Greater awareness of such issues has a determining effect on young people’s (19 years and below) potential to adopt EVs.

The UAE, however, is not alone in this regard. Internationally, young people together with the United Nations Framework Convention on Climate Change (UNFCCC) have been involved in the intergovernmental climate change negotiations. Such initiatives have produced greater awareness of issues related to climate change, such as CO₂ emissions from gasoline vehicles, through the publication of educational resources, UNFCCC conferences, good practices, and partnerships (see United Nations Climate Change 2020). In addition, there has been a variety of protests by young people in what has been referred to as the ‘climate change protests’. Thousands of students from the US, UK, Australia, and other countries expressed their dismay with the lack of action by governments and corporations regarding climate change (see, for example, BBC 2020; Brook n/d; The Guardian n/d).

The point here is that a qualitative change is occurring mostly in the mindset of younger generations regarding climate change. Young people are increasingly more willing to adopt policies and practices that are environmentally sustainable. Based on these factors, governments seeking more environmentally sustainable policies and industry seeking to increase the sale of EVs would benefit from directing their sustainable transport strategies toward potential adopters of EVs rather than simply attempting to convince already existing consumers. This would be an effective strategy as young potential adopters of EVs are seeking alternative products and practices that are more environmentally sustainable.
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ABSTRACT
The article presents the functioning of traditional farming landscapes in Eastern Poland, using the example of Lubelskie Province. This peripheral region, situated on the border of the European Union, demonstrates how the development of tourism, food tourism in particular, based on local crops and regional foodstuffs, helps to protect and promote local heritage and, at the same time, gain additional financial resources for its inhabitants. With a view to the aims set in the paper, the authors investigated the perception of the Lublin Region’s image as regards the predominant features of the natural and socio-economic environment. Moreover, they analysed the recognisability of the regional products and dishes among people from outside the province, who have visited it for tourism purposes. The research material was collected during international and Polish tourism fairs held in five largest Polish cities. The researchers collected 493 questionnaires, 220 of which underwent a detailed analysis. The study shows that the leading functions of Lubelskie Province include agriculture and tourism. The particular form of tourism that should be developed in the region is food tourism and related products due to the natural features and landscape assets. The conclusions drawn from the respondents’ answers as well as the query of strategic documents and promotional campaigns allowed the researchers to outline further directions as regards using traditional farming landscapes with the aim of development of the region. It appears that centuries-old forms of farming and methods of food production, resulting from the region’s history and natural conditions, may determine recognisability, build a brand based on the place of origin concept, and influence the socio-economic situation of the area, preserving traditional landscapes at the same time.
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1. Introduction

The subject matter of this paper is the functioning of traditional farming landscapes in Eastern Poland, Lubelskie Province. It is a peripheral region located to region located on the border of the European Union, Ukraine, and Belarus. Centuries-old farming forms and food production methods associated with the natural environment and the history of the area have been maintained here.

As shown by many researchers (e.g. Fischer et al. 2012; Brown, Kothari 2011; Selfa et al. 2010; Skowron et al. 2005), traditional farming landscapes are typical of many areas where farming and animal breeding practices have not changed significantly over the centuries. These areas can be easily distinguished due to their characteristic socio-economic features: 1) the predominance of small-size fields; 2) extensive farming; 3) orientation of production towards satisfying one’s own needs or the needs of local markets; 4) cultivation of traditional crops and farming methods (Fischer et al. 2012).

This type of farming results, among other things, in a unique culinary heritage of the region. Many publications demonstrate that currently support and promotion thereof has a significant influence on the economy and the image of peripheral regions with large tourism potential (Ivanova et al. 2014; Bessière, Tibere 2013; Borowska 2010; Sims 2009; Hall et al. (eds.) 2003; Bessière 1998), one of which is the region discussed herein (Bronisz et al. 2017).

Furthermore, regional dishes can become attractive to tourists, since they reflect the “typical features” of a specific area/region (Bessiere 1998; Urry 1990).

Local food is rarely the main reason for visiting a destination and is most often considered part of the overall experience of the destination (Hjalager, Richards 2002). Yet, it may become one of the most important attractions, as tourists are increasingly searching for authentic experiences and alternative forms of tourism (Hall et al. (eds.) 2003; Hjalager, Richards 2002; Crouch, Ritchie 1999).

Therefore, the present article is in line with the research on traditional farming landscapes. Similar to other publications (e.g. Spulerová et al. 2017; Fischer et al. 2012), it touches upon the problem of the exceptional value of such landscapes as well as the ways of their protection and preservation in the future. On the other hand, it concerns the issues of the development of tourism, including culinary aspects (food tourism, culinary tourism, gastronomic tourism) in areas with agricultural heritage/traditional farming landscapes. The topic has been discussed before, for instance by Kowalczyk (2016); Richards (2015); Jansen-Verbeke, McRcher (2013); Vafadari (2013).

Moreover, an important aspect discussed in the article is territorial marketing – building the image of the region, creating a place brand (e.g. Lai et al. 2017; Spilková, Fialová 2013; Lin et al. 2011; Hankinson 2004), and in particular building a region brand based on the place of origin concept or authenticity.

As demonstrated by the literature, food is regarded as a reflection of the culture of the country/region and its inhabitants. It is therefore a product - an attraction at the destination that can be simultaneously used as a marketing tool (e.g. Okumus, Cetin 2018; Lin et al. 2011; Cohen, Avieli 2004; Hall et al. (eds.) 2003; Long (ed.) 2003; Hjalager, Richards 2002; Richards 2002; Wolf 2002) (Figure 1).

There are many examples from different countries/regions where practical associations have been created between food, tourism, and regional development with the aim of the development and promotion of regional culinary products (Boniface 2003; Hall et al. (eds.) 2003; Richards 2002; Scarpato 2002; MacDonald 2001). The development of culinary tourism based on local food and wine has been described by Hall et al. (eds.) (2003) in Australia and New Zealand, and by Corigliano (2002) and Bessiere (1998) in regions of France (e.g. Burgundy, Champagne, Bordeaux) and Italy (Tuscany).

This study emphasises an important aspect of territorial marketing targeted at building the region's brand in relation to the place of origin concept. It is based on a transfer of the image, connotations, and stereotypes related to a given place (country, region, city) onto a specific product/products, which significantly determines consumer’s behaviour and preferences.

The influence of the place of origin on increasing the value of the product and on the consumers' motivations and behaviours has been the object of numerous studies and scientific works conducted in

Fig. 1 Contribution of local food to regional development; own analysis based on Gerrie et al. (2003).
a number of countries. They regard a wide range of products, including drinks and foods, e.g. wine (Brunner-Leschke 2012), beer (Lentz et al. 2006), cheese (Marcoz et al. 2016), or pork (Lorenz et al. 2015).

To date, the place of origin concept has rarely been discussed in the context of tourism development in an area (e.g. Charters et al. 2017). In Poland, it was not until recently that several provinces started to consciously use this conception in promotional activities (Milewska et al. 2017; Stasiak 2015) – e.g. Lubelskie Province (Bekier-Jaworska, Bochenek 2014).

The main aim of the study is to present the relationships between the traditional agricultural landscape of Lublin Province, the current use of its resources, and the possibilities of preservation thereof in the future, with the example of activities related to the development of culinary tourism. This objective is supported by the following detailed research tasks: 1) identification/description of the resources of traditional agricultural landscapes in terms of development of tourism, including the culinary aspect; 2) presentation of actions undertaken for recognisability of the Lublin Province in relation to the place of origin concept; 3) recognition of the perception of the Lublin region by tourists from other provinces; 4) determination of the degree of recognisability of regional products and dishes originating from the Province across Poland; 5) assessment of the potential of the use of traditional agricultural landscapes in the light of strategic documents; 6) indication of activities to be undertaken aimed at the use of the traditional agricultural landscape of the region.

2. Characteristics of the study area

Lubelskie Province, the third largest and the eighth most populated province in Poland, is at the lowest level of economic development in Poland and the European Union (Michoń 2017). Its structure is dominated by the agricultural function, which has been developed over centuries and based on the favourable natural conditions. Arable lands account for 70%, while forests represent approximately 23% of the whole area (Rolnictwo... 2017).

2.1 Natural determinants of the functioning of agricultural landscapes

Lubelskie Province covers a varied and visually attractive area between the Vistula River and the eastern border of the country. It features three natural regions, whose diversity is reflected by landscape variety. The northern and north-eastern part of the province is occupied by lowland areas – it is a land of pastures, marshes, peatbogs, and lakes. It consists of South Podlasie Plain and Western Polesie (Figure 2). The absolute heights in the lowland usually range from 160 to 200 m a.s.l., and the denivelations do not exceed 30 m. In Polesie, these values are 155–165 m a.s.l. and 10 m, respectively (Świeca, Brzezińska-Wójcik 2009). The plains were built from quaternary river sands and lake clays, which transformed into luvisols, podsolics, and alluvial soils, respectively (Turski et al. 2008). Moreover, vast areas are covered by peatbogs. The presence of the only karst lakes in Poland is a characteristic feature of this land. Meadows and pastures prevail in the agricultural use of the area, but there are also fields of rye, barley, corn, and potatoes (Bański 2010). Cattle and horses (including thoroughbreds and Arabian stallions) are also bred in the region.

The central part of the area is occupied by macro-regions – Lublin Upland, Roztocze, Volhynian Polesie, and Volhynian Upland – built from Mesozoic and Cenozoic carbonate-siliceous rocks partly covered with loess. Their characteristic features include large denivelations (differences in height/altitude) of up to 100 m and areas with the greatest number of loess gorges in Europe, near Kazimierz Dolny and Szczebrzeszyn (11 km per 1 km²) (Świeca, Brzezińska-Wójcik 2009). Rendzic leptosols are typical of carbonate-siliceous rocks, whereas brown earth and luvisols, as well as chernozems are characteristic for of loess-covered rocks (Turski et al. 2008). The nearly woodless upland is covered with a patchwork of arable fields. The whole area is grown with wheat, sugar beet, and rape crops. The plants grown in Lublin Upland also include hops, herbs, roses, some vegetables (e.g. cabbage, garden beets, carrots) and fruit (e.g. apples, raspberries, strawberries). In Volhynian Polesie, there are plantations of potatoes and barley; in Volhynian Upland – edible pulses (broad beans, kidney beans, peas), and in Roztocze – fields of buckwheat, tobacco, onion, and beans (Bański 2010). Animal breeding in the whole upland area is dominated by swine, and by poultry (hens) in Volhynian Polesie.

The southern part of the province is located within the limits of Sandomierz Basin. It is formed by plains and uplands with denivelations of 10–40 m. The typical elevations in the uplands built of quaternary dune sands are 240–250 metres a.s.l., while in the uplands formed from Miocene clays covered with quaternary sands and clays, they range from 195 to 250 m a.s.l. (Świeca, Brzezińska-Wójcik 2009). The majority of soils in this area are podzolic soils and luvisols (Tur- ski et al. 2008), with potatoes, buckwheat, rye and linen crops (Bański 2010). The landscape is dominated by vast forest complexes – Janowskie Forests and Solska Forest, with characteristic natural resources, i.e. mushrooms and fruit (cranberries, crowberries).

2.2 Specific socio-economic traits of the region

In most areas of Lubelskie Province, the traditional agricultural function co-occurs with specific socio-economic conditions, typical of peripheral regions. In the literature, such areas are described
as problematic, marginal, or poorly developed economically and requiring support for development processes (Mazur et al. 2015). Their characteristic features include a low level of socio-economic development, especially as regards its socio-demographic aspect (e.g. weak population density and urbanization rates, depopulation processes), and the cultural and political-administrative aspect. They are characterised by poor prospects for improvement, including enhancement of the living standards. As regards the spatial criteria, the areas in question are difficult to reach by transport and are located far away from major economic and development centres (Miszczuk 2010).

Around 52% of Lubelskie Province population are country dwellers. About 80% of all farms are small, ranging from 1 to 10 hectares. The fragmentation and small area of the farms do not ensure achievement of satisfactory production results. Thus, most farmers run business activity only to satisfy their own needs. As a result, large numbers of young people leave the province, which leads to the depopulation of rural areas (Flaga 2018). The population density in the rural areas of Lubelskie Province is on average 47 persons/km$^2$ (in Poland – 53 persons/km$^2$); the smallest density was recorded in its borderland area and southern part (Powierzchnia... 2018). The dynamics of area development is considerably slowed down by the absence of major industrial centres, peripheral location, and the close proximity of even more poorly developing borderland regions of Ukraine and Belarus.

Fig. 2 Major crops and leading trends in animal breeding in Lubelskie Province with respect to physical-geographical regions. Source: Authors.
2.3 Touristic resources in terms of development of tourism

Poorly developed industry and the predominance of extensive agricultural production in Lubelskie Province lead to a situation where, next to the services sector, chances for some improvement of the economic situation are sought in tourism (Bronisz et al. 2017). Its growth is based on the natural and cultural assets of the region.

The most valuable elements of the natural environment in the province are taken under protection in the form two International Biosphere Reserves (MAB) – the "Western Polesie" and "Roztocze", two national parks – Roztoczański and Poleski, as well as 17 landscape parks, 17 areas of protected landscape, 87 nature reserves, and nearly 1300 monuments of nature (Figure 3).

The province’s rich cultural resources are rooted in its multinational and multi-denominational history. Due to the borderland location at different periods, the area was inhabited by Russians, Jews, Germans, Lithuanians, Italians, Armenians, the Dutch, Scots, Austrians, the French, English, Greeks, and Tatars. Despite the stormy history, many elements of the tangible and intangible cultural heritage have been preserved (Skowronek et al. 2006). The largest group of objects includes historical buildings performing different functions (residential, religious, economic, and industrial) as well as public utility buildings and small architecture structures, e.g. roadside chapels, saints’ figures, crosses, etc. (Figure 4). There are also some interesting

![Fig. 3 Most valuable elements of the natural environment in Lubelskie Province. Source: Authors.](image)
old urban and rural spatial layouts (Szczęsna, Gawrysiak 2009). The most precious elements of the cultural heritage in the region have been appreciated and taken under international and national protection. The Old Town in Zamość has been placed on the UNESCO World Heritage List (1992). Moreover, five monuments of history have been established: Kazimierz Dolny, Kozłówka – a palace and park complex, Lublin – a historical architectonic and urban complex, Janów Podlaski – a horse stud, and Zamość – a historical urban complex surrounded by 19th c. fortifications (Figure 4).

Besides some spectacular examples of material culture, the province can boast of noteworthy elements of intangible heritage, such as rich folklore, traditions and customs, as well as local cuisine. The unique features of the latter are strictly connected with the multiculturality of the inhabitants and the diversity of original recipes, ingredients, and cooking methods (Orłowski 2016).

3. Research methods

In order to achieve their established goals, the authors used primary and secondary materials. The secondary sources included Central Statistical Office data, scientific publications regarding the geographical environment of the area, traditional rural landscapes, and territorial marketing. Moreover, the authors collected and used publications and websites presenting the promotional campaigns of Lubelskie Province. In this aspect, the prospects of tourism development, including culinary tourism with respect to traditional farming landscapes of the region were analysed. Secondary materials were obtained using the preliminary research method.

Primary materials were collected during a field study with the use of participant observation and the diagnostic survey method. The field observations were conducted in the summer seasons of 2017 and
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Fig. 5–8 Traditional agricultural landscapes and crops in Lubelskie Province (photo: authors, 2016).

Tab. 1 Respondent profile.

<table>
<thead>
<tr>
<th>features</th>
<th>characteristics of the sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>gender (%)</td>
<td>males</td>
</tr>
<tr>
<td>41.8</td>
<td>58.2</td>
</tr>
<tr>
<td>age (%)</td>
<td>under 20</td>
</tr>
<tr>
<td>6.4</td>
<td>33.2</td>
</tr>
<tr>
<td>education (%)</td>
<td>elementary</td>
</tr>
<tr>
<td>0.5</td>
<td>1.8</td>
</tr>
<tr>
<td>place of residence (%)</td>
<td>country</td>
</tr>
<tr>
<td>8.6</td>
<td>2.4</td>
</tr>
<tr>
<td>province (%)</td>
<td>Łódź</td>
</tr>
<tr>
<td>38.6</td>
<td>19.5</td>
</tr>
</tbody>
</table>

Source: Authors based on the own calculations and the questionnaire survey.
The questionnaire-based survey was carried out between November 2017 and June 2018 during international and domestic tourism fairs in Warsaw, Wrocław, Łódź, Katowice, and Szczecin. It included respondents from outside Lubelskie Province, who filled out 493 survey questionnaires. A detailed analysis involved 220 questionnaires (44.6%) selected based on the respondents’ presence in the region and the tourism-oriented purpose of travel. Thus, the sample consisted of tourists from outside the province, which fitted the concept followed in the article. The empirical data that was collected was processed by means of statistical and cartographic methods.

3.1 Characteristics of respondents

The group of the respondents consisted of 220 tourists from outside Lubelskie Province, who declared a tourist purpose of their visit and were staying in the Lubelskie Region at that time. A small majority of them (58.2%) were women. As for the age structure, most respondents were aged 21–40 (56.4%). The majority of them had completed higher (47.0%) and secondary (20.6%) education.

Importantly, the respondents came from 12 provinces (except Warmia-Mazuria, Opole, and Pomerania Provinces), despite the fact that the data was collected only in cities that organised tourism fairs. This is connected with the respondents’ place of origin. The majority of people came from Łódź (38.6%), Masovia (19.5%), Silesia (14.1%), West Pomerania (9.1%), Lower Silesia (6.4%), and Holy Cross (5.0%) Provinces. They were mostly inhabitants of large cities populated by more than 500,000 people (45.6%) and smaller cities, inhabited by 201,000–500,000 residents (19.6%) (Table 1).

4. Traditional farming landscapes of the Lublin region as the potential to build the region’s image and recognisability

With reference to secondary resources (publications and internet websites on promotional campaigns of Lublin Province), the activities of Lublin self-government for creation of the image and recognisability of the region through agricultural landscapes and local food products were analysed. Noteworthy, Lublin self-government was the first authority in Poland to recognise this potential of development of the region. Particular attention was paid to the regional products which were defined, after Winawer and Wujec (2010), as those “whose quality is noticeably higher than average and inseparable from their place of origin and local methods of production” (Adamczuk 2013). That strategy was possible to implement due to the specific features of local farming and products, considered to be healthy, ecological, and based on the region’s tradition. Thus, the brand that started to be developed was based on the place of origin.

4.1 The place of origin concept

The place of origin concept assumes transferring the image, associations, and stereotypes regarding a given region onto a specific product, thus having an effect on the consumers’ behaviours and preferences. The bond between the product and the area may be so strong that products become the region’s brand (Andéhn, Berg 2011; Usunier 2006; Peterson, Jolibert 1995; Schooler 1965).

The place of origin may be indicated by the name of the product (e.g., if it contains geographical adjectives), information about the product placed on the wrapping or label, the appearance of the product (packaging), marketing communications (advertisements, PR), or certificates. The products most commonly promoted via the place of origin effect include foodstuffs, especially regional and traditional. In the European Union, they are protected by a special legal protection system, and registered under one of three schemes: Protected Geographical Indication (PGI), Protected Designation of Origin (PDO), and Traditional Speciality Guaranteed (TSG) products.

The Protected Geographical Indication (PGI) scheme protects products whose names include the proper name of the region where the whole technological process takes place (extracting ingredients, production, preparing the product for sale). Moreover, the quality of the product and its reputation are strictly related to the fact that it comes from a specific area (e.g. Parma ham – prosciutto de Parma).

The Protected Designation of Origin (PDO) scheme protects products whose connection with the place of origin is weaker, but at least one of the three stages of the production process takes place in this area. Their quality may result from both natural features (climate, vegetation, land relief, type of soil) and anthropogenic factors (inhabitants’ skills, methods and traditions of production, local know-how) (e.g. Gouda cheese).

The Traditional Speciality Guaranteed (TSG) scheme protects products that bear special names emphasizing their unique features and are produced from traditional food resources. They may be made from traditional ingredients or produced in a traditional way (e.g. Naples pizza – pizza napoletana) (Milewska et al. 2017).

To sum up, marking a product’s place of origin makes it unique and guarantees its high quality provided by the local tradition. Market-wise, it becomes more attractive, purchased more willingly, and competitive. On the other hand, the high quality of such products, clients’ satisfaction, and their positive opinions promote the region from which the products originate. In this way, they create, strengthen, and establish a positive image of the area. Thus, there is mutual reinforcement of two brands: the brand of the product...
through the reputation of the place and the brand of the place through the reputation of the product.

The same relationship occurs between tourist regions and local food products. The customers include tourists who buy regional products while visiting a given area. Local specialties, strongly identified with the visited region and its landscape, provide tourists with new experience. It may be purely culinary (eating products in an attractive landscape) or it may have a wider cultural dimension and involve the possibility of discovering the history and the contemporary life of the region, modern farming methods, and ways of making food. As a result, the visit becomes richer, more exciting, and long remembered.

The offer of traditional products increases the region’s attractiveness, improves its image, or increases the number of tourists. Theoretically, we can assume a certain model of relationships between the region, the product, and the tourists (Figure 9).

This article is the first attempt to describe the relationships presented in the model, using the example of Lubelskie Province. This administrative region was the first in Poland to implement consciously and purposefully the place of origin strategy in the promotion of food and tourism products.

4.2 Activities increasing the recognisability of Lubelskie Province

Since 2008, several national campaigns have been launched, e.g. “Lubelskie is great for the weekend” (2008), “Lubelskie – turn off the stress, turn on the power!” (2009), “Lubelskie – may the moment last!” (2010), “Lubelskie. Taste life!” (2011), “Lubelskie brand” (2011), “Lubelszczyzna flavours” (2011-2012), “Lubelskie – for a while or longer” (2014), “Lubelskie. The best because it’s ours!” (2015), and “The force is in us!” (2016). Through those campaigns, the authorities of the region encouraged people to buy and consume goods produced in Lubelskie Province. Moreover, the activities mentioned above were to help identify the region with the high culture of taste by highlighting the image of the Lublin Region as a land of ecological food. The campaigns also emphasised that it was not only about tasting a wide variety of foods, but also “tasting” culture, taking advantage of beautiful nature, and indulging in one’s passions. The campaigns cost over 2.5 million Euro and in greater part were sponsored by the European Union. They involved distributing billboards all over Poland, broadcasting commercials on national and private TV channels (national and regional), launching on-line campaigns on popular information portals and Facebook, radio campaigns (nation-wide and regional), press campaigns (in nation-wide and regional magazines), and promotion during Polish and international tourism fairs and in selected airlines using Lublin airport (https://www.lubelskie.pl/kampanie-promocyjne; Skoczylas 2012).

The commercials broadcast as part of two campaigns won prizes at a number of international CIFFT festivals (International Committee of Tourism Film Festivals). In 2010, the spot entitled "Lubelskie – may the moment last!" won six awards at the CIFFT festivals in Poland, Romania, Slovenia, Russia, the Czech Republic, and Austria (the Grand Prix). In 2014, another spot, entitled “Lubelskie – for a while or longer”, was appreciated at the CIFFT festivals in Berlin, Riga, and Warsaw.

The promotional campaigns were run in the media (radio, television, press, Internet) in all the provinces in Poland, and large-format billboards and citylights could be found in the largest Polish cities: Warsaw, Gdańsk, Szczecin, Poznań, Krakow, Katowice, Łódź, Wrocław, and Rzeszów.

The promotional activity was also run abroad, e.g. through airlines in cities where passengers can fly directly from Lublin (e.g. Dublin, Stockholm, Glasgow, Brussels). Economic commercials and advertising boards were placed in mass media, e.g. on BBC News, on TV channels in Europe, Asia, and Pacific, and the Middle East; commercials promoting the region were broadcast during international CIFFT festivals; events promoting brand regional products were organised in Brussels (2011 and 2012).

Regional foodstuffs have been successively introduced onto the Polish List of Traditional Products supervised by the Ministry of Agriculture and Rural Development. Currently, with its 208 products, Lubelskie Province comes third on the list (https://www.gov.pl/rolnictwo/lista-produktow-tradycyjnych12). In 2014, a regional specialty – Lublin cebularz (onion pie) was registered under the Protected Geographical Indication (PGI) scheme.

5. Analysis of the perception of Lubelskie Province

To achieve the goals adopted in the study, the perception of the image of the Lublin Region was investigated...
with respect to the predominant features of the natural and socio-economic environment and the recognisability of its regional products and foods was analysed. On this basis, the effectiveness of the promotional campaigns across the country was assessed. This knowledge allowed establishment of the direction of possible activities aimed at taking advantage of the traditional farming landscape of the region.

5.1 Perception of the major features of the socio-economic and natural environments of Lublin Province

The analysis of the region’s image started from a question the tourists were asked about their direct associations with Lubelskie Province. The respondents pointed mainly to its rich history and multicultural heritage (16.6%), well-developed agriculture (14.9%), tourist attractiveness (14.8%), diversified and well-preserved nature (13.6%), and hospitality (11.4%). Less frequently, they mentioned features associated with the peripheral character of the region, e.g. the peripheral location (9.9%), poorly developed industry (16.9%), backwardness and poverty (1.8%) (Figure 10).

Based on the responses, it can be concluded that the majority of tourists perceive the region positively. It should be emphasised that the respondents indicated resources promoting the development of tourism (rich history and multicultural heritage; tourist attractiveness; diverse, well-preserved nature; hospitality) as the most recognisable; these observations accounted for 56.4% of all responses. Together with the opinions on the well-developed agriculture in the region, they constituted as much as 71.3% of all responses. Therefore, it can be assumed that, besides the agricultural function, the tourist function should be developed in the province.

Next, the opinions were verified. The respondents were asked to evaluate the socio-economic situation of Lubelskie Province on a 1–5 scale. It turned out that most tourists described it as good (53.6%) and average (27.3%), although in fact Lubelskie Province is one of the poorest regions of the European Union as

![Fig. 10 Respondents’ general connotations with Lubelskie Province. Source: Authors, based on own calculations and the questionnaire survey.](image)

![Fig. 11 Respondents’ evaluation of the socio-economic situation of Lubelskie Province. Source: Authors, based on own calculations and the questionnaire survey.](image)
regards GNP. Very few respondents said that the situation is bad (1.4%) or very bad (0.9%) (Figure 11).

When asked to indicate the factor which they believed was the cause of the current socio-economic situation of the province, the respondents usually pointed to the development of tourism (20.0% of all indications), the predominantly agricultural function (15.8%), the poorly developed industry (12.0%), and the border zone location (10.9%) (Figure 12).

In the next part of the study, the tourists indicated the types of landscape that they associated with Lubelskie Province. Most respondents associated the area with natural (23.7%) and farming (19.0%) landscapes, woodlands (16.4%) as well as rural (12.9%) and tourist (12.5%) landscapes (Figure 13). As many as 90.5% believed that the anthropogenic transformation of the region’s natural environment was insignificant or average.

All the responses presented herein allow us to conclude that although tourists recognize the peripheral character and the economic weaknesses of the region, their evaluation is still positive. In their opinion, the most important factors determining the province’s development are tourism and agriculture. Interestingly, the economic shortcomings are viewed as advantages, guaranteeing a high-quality natural environment, only slightly transformed by people (e.g. well-preserved nature, absence of industry, healthy food). Such an approach may have an influence of the respondents’ trust in the food products coming from the Lublin Region, which are considered healthy, high quality, and based on tradition that fits into the place of origin concept. The high-quality natural environment as a development factor in peripheral regions was emphasised by e.g. Olechnicka (2004).
5.2 Recognisability of regional products and foodstuffs from Lubelskie Province

As mentioned before, products may create, strengthen, and consolidate the positive image of an area. Hence, the knowledge of local products and dishes that Polish tourists staying in Lubelskie Province had was investigated.

First, the respondents were asked whether they were familiar with the regional dishes or products from Lubelskie Province. Over 1/4 of them (26.8%) provided a positive response. Next, they were asked to give examples of regional food. The analysis of the responses shows that the best-known regional products include Lublin onion cake (cebularz) (25% of responses), gryczak/Biłgoraj pieróg (9.4%), vorschmack (a kind of goulash soup), and rape honey (3.1% each). The respondents also mentioned potato dumplings (kartacz cake), traditional dumplings, kulebiak pie (stuffed pastry), regional breads and oils, raspberry tincture (malinówka), sękacz pie (a “branched-tree” cake), drop scones (racuchy), Polish potato pie (kartoflak), batabuchy pie, and pickled apples (Figure 14).

Except two (kartacz cake and bałabuchy pie), all the products or dishes mentioned by the respondents can be found on the List of Traditional Products (a register kept by the Ministry of Agriculture and Rural Development). In 2014, Lublin onion cake (cebularz) was registered under the Protected Geographical Indication (PGI) scheme.

Next, all the respondents were shown a list of products and dishes and asked to choose those that, in their opinion, were originally from Lubelskie Province. The results point to a relatively good knowledge of the Lublin region food among the respondents. It is confirmed by the average number of indications (over 3) for each of them. Tourists most often pointed to onion cake/cebularz (13.6%) honey, (11.9%), traditional dumplings (9.6%), sękacz (6.9%), gryczak/
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**Fig. 14** Regional dishes and products mentioned by the respondents.
Source: Authors, based on own calculations and the questionnaire survey.

![Fig. 15](image2.png)

**Fig. 15** Regional products and dishes associated by the respondents with Lubelskie Province.
Source: Authors, based on own calculations and the questionnaire survey.
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6. Potential of the use of traditional agricultural landscapes in the development of Lublin Province in relation to strategic documents

Tourism development in peripheral rural areas may improve their economic situation by using the tangible and intangible rural resources, which has been demonstrated by the study results. Tourism has been proven to have an important role to play in this respect. Many researchers have already found sense in developing tourism activity, e.g. Tervo-Kankare, Tuohino (2016); Lane, Kastenholz (2015); Carneiro et al. (2015); Siow et al. (2013); Cawley, Gillmor (2008); Garrod et al. (2006). Tourism as a new function developed in rural areas has also been recommended in a number of strategic documents, including global and European-scope strategies (e.g. CEC 1996, 2005; OECD 1995, after Cawley, Gillmor 2008).

In Poland, such recommendations can also be found in many documents of national importance (e.g. in the Krajowa Strategia Rozwoju Regionalnego 2010–2020: Regiony, Miasta, Obszary Wiejskie, adopted in 2010; Koncepcja Przestrzennego Zagospodarowania Kraju 2030 (adopted in 2011); Strategia Rozwoju Kraju 2020 (approved in 2012); Strategia Rozwoju Kapitału Społecznego 2020 (since 2013); Program Rozwoju Turystyki na Obszarach Wiejskich (adopted in 2015). They foster tourism development by creating new jobs in the tourism industry and by taking action to improve tourist attractiveness of rural areas. Following the strategic assumptions, tourism development should involve building up infrastructure, protecting and promoting natural and cultural heritage and landscape, as well as increasing the creativity of local communities. This should result in using unique endogenous resources, developing local products and tourist services and, consequently, growing competitiveness of the region. Moreover, the activities should improve the quality of inhabitants’ lives and tourists’ comfort of stay and satisfaction, stemming from the features of the tourism space.

On the regional level (Strategia rozwoju województwa lubelskiego na lata 2014–2020, possibly continued until 2030, adopted in 2014; Plan Zagospodarowania Przestrzennego Województwa Lubelskiego, approved in 2015), it is recommended that tourism should be developed in rural areas, tourism institutions should be supported, and the region’s offer should be promoted. The core of the activity should be tourist products – especially those related to cultural (including culinary) tourism, also in the supra-regional aspect (e.g. theme tourist trails), which should be next promoted in Poland and abroad. One of the ways to do it is applying for EU certificates for regional food products, such as Protected Geographical Indication (PGI), Protected Designation of Origin (PDO), or Traditional Speciality Guaranteed (TSG).

To sum up, as shown in the literature on the subject and the strategic documents presented above, it is possible to use traditional farming landscapes for development of Lubelskie Province by protection and promotion of the natural and cultural heritage, development of tourism in rural areas, maintenance of the high quality of the natural environment as a place to live for inhabitants and to visit for tourists, and building social capital (educating, raising qualifications, triggering creativity, and stimulating the inhabitants).

The observations made in Lubelskie Province seem to fit into the future scenarios for peripheral regions. In certain conditions, they may pass straight from the agrarian to the information technology civilization, omitting the industrial era on the way (Olechnicka...
2004; Gilowska et al. 2000). The prerequisite for this change is a high potential of the countryside resources (e.g. good quality of the natural environment, an attractive landscape, unique cultural heritage), which builds the image of the region, as well as a high social capital (Siow et al. 2013; Garrod et al. 2006). Tourism developed in such conditions, integrating various actors (e.g. farmers, consumers, institutions) (Ilbery and Kneafsey 1999), may contribute to the improvement of the socio-economic situation of peripheral regions.

7. Conclusions

At present, there are many regions where traditional agricultural landscapes have survived. They are distinguished by specific socio-economic features, e.g. traditional extensive farming and production mainly for own needs or local markets. Frequently, such regions are referred to as peripheral. Due to the lack of other development opportunities, such areas are dominated by agricultural function with traditional crops and lifestyle. On the one hand, these characteristics determine the low income (poverty) of the inhabitants; on the other hand, they are a valuable component of the region’s cultural heritage.

As shown by the literature, given the growing demand for authentic sensations and impressions, tourists are increasingly choosing areas/regions where elements of local heritage are preserved in various forms, e.g. local food and cuisine. They are perceived as important components of the overall experience of the destination.

Traditional food is therefore an attractive resource facilitating creation of a variety of tourist products (events, workshops, museums, routes, gastronomic facilities, agritourism farms) and providing the possibility of using the offer as a marketing tool. The level of marketing, entrepreneurship, and investments implemented by local communities and local governments will consequently determine the further development of the region in this respect.

The use of regional products can contribute to stimulation and support for traditional agricultural activity and maintenance of centuries-old food production methods, preservation of the authenticity of the place (sense of place), enhancement of the attractiveness of the region; empowering the community (e.g. by creating jobs, development of entrepreneurship); integration of residents by the sense of pride in the common heritage (especially in relation to food), and consequently to strengthening the identity of the region/area brand (see also Tefler, Wall 1996). In the light of the research results, this also seems to be confirmed by the presented place of origin concept, as manufactured regional products consolidate the positive image of regions with traditional agricultural landscapes, simultaneously strengthening two brands – the product through the reputation of the place and the place – through the reputation of the product.

As shown by the present analyses and considerations, it is possible to develop another function, i.e. a touristic function, in the peripheral regions with traditional agricultural landscapes. However, it should be developed in a sustainable way as a supplementation of the basic agricultural function. Only such a way of using the region's resources will not diminish its authenticity, which determines its attractiveness.

Social capital is a very important factor in the activities described above, as the awareness, activity, and creativity of the inhabitants will determine their success in the future.
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ABSTRACT
Military landscapes and battlefields are important part of cultural heritage and identity of society. As a part of common social memory, military landscape could be assessed as an associative landscape according UNESCO World Heritage Convention. Before nature and culture heritage could be treasured, it first had to be recognised. Therefore, the paper focuses on identification of historical and cultural values of military landscapes, especially battlefields. Different types of values are discussed and demonstrated on the model area of battlefield Austerlitz/Slavkov near Brno. The battle was held in 1805 and several cultural values are identified there. Identification of cultural historical values is based on detailed analysis of the old and present maps and land cover assessment, study and analysis of archival sources and grey literature and detailed terrain research. Generally, we distinguished several types of values: elements forming the setting of the battlefield; elements tied with the battle (i.e. features and objects that served for purposes of the battle during the fights and are preserved until today); elements created after the battle. Once the associative landscapes are allocated together with their associative patterns, certain values should be given to particular elements in order to secure their protection. Then each planning activity within the site should be given a level of effect on the associative element. This simple matrix implemented in local planning development plans and policies could be a source for rational decision within the associative landscapes.
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1. Introduction

Military landscapes could be studied from many perspectives, e.g. social economic conditions and specifics of local and regional identity in military landscapes (Seidl, Chromý 2010), ecological values of (post)military areas (Kopecký, Vojta 2009; Lepková et al. 2018; Bušek, Reif 2017; Lindenmayer et al. 2016), or land use/land cover changes (Havlíček et al. 2018; Skokanová et al. 2017; Gibbes et al. 2017). Military landscapes, especially battlefields, are important part of cultural heritage and identity of society. Battlefield could be regarded as places of memory by state authorities as well as by general public; when it became a place of memory it is usually designed by memorials, museums, etc. As a place of memory, battlefields are joined to (dark) tourism that could initiate the deep investigation of the public sense of the place as well as conservation of the tangible heritage in situ. On the other hand, (dark) tourism industry could endangered the place and its tangible and intangible features by press to development the touristic infrastructure that caused landscape and terrain changes and increase of the built-up areas (Graham, Howard, eds. 2008; Lennon, Foley 2002; Assmannová 2018).

As a part of common social memory, military landscape could be assessed as an associative landscape. The associative cultural landscape is an expression used for categorization of cultural landscapes in terms of World Heritage Convention. In 1992, the World Heritage Convention became the international instrument to recognise and protect cultural landscapes. Cultural landscape is specified there as combined works of nature and humankind, expressing a long and intimate relationship between peoples and their natural environment. Associative cultural landscapes are characteristic by powerful religious, artistic or cultural associations of the natural element rather than material cultural evidence (Fig. 1), which may be insignificant or even absent (Rössler 2006). However, the dark heritage of military landscapes and battlefields often do not fit the scope and purpose of the World Heritage Convention (ICOMOS 2018).

Before nature and culture heritage could be treasured, it first had to be recognised (Lowenthal 2005). Therefore, identification of landscape values is the first step for not only military landscape protection. A complex method of identification and assessment of characteristic landscape appearance was presented by Slámová et al. (2013). Capelo et al. (2011) presented a seventeenth criterion for definition and heritage valuation of landscape study cases which combined cultural and natural values (built heritage, natural biotic heritage, natural abiotic heritage, rarity of the heritage landscape type, antiquity, scientific potential, recreational potential, pedagogic potential, historic record, conservation statue, symbolic importance, coherence degree, conservation degree, aesthetic quality, monumentality, range, craft related value). Methods of identifying historical landscape structures on old maps and aerial photographs occur as frequently as does the assessment of their change in time (Sklenička et al. 2009; Black et al. 1998; Eetvelde, Antrop 2009). Šantrůčková and Weber (2016) focus primary on designed landscapes but the proposed typology of landscape values is universal and could be adapted to military landscapes.

Specifically for military landscapes and battlefields, identification of values composes from several partial features: identification of land cover, land use and terrain in the time of battle, identification of direct traces of the battle, commemorative features and monuments. Land cover for battles from the end of the 18th century till nowadays is documented by old maps, especially, but not only by maps of the First, Second, and Third Military Survey that were made for military reasons (Skaloš et al. 2011; for maps from 20th century see Mackovčin, Jurek 2015), land use for that time is documented in statistical evidence (Šantrůčková, Bendíková 2014; Bendíková et al. 2018).

Configuration of relief in battlefield was very important for military purposes; on the other hand, relief could be changed by fortification and artillery fire. For that reasons, studying of relief conditions and identification of human changes in terrain that is possible due to airborne scanning became important source

---

**Fig. 1** Schematic diagram showing the process of creation an associative landscape: 1. landscape is influenced/formed by culture; 2. culture is influenced by landscape; 3. combination of both previous approaches.

Not only old maps but also other iconographic sources (e.g. engravings) that documented the battle and their landscape are analysed by GIS tool for gain information about landscape values (Janata, Zimová 2016). The informative sources useable for historic landscape assessment are correspondence of the battle’s actors, their memories and comments. Other important source of information and part of landscape values themselves are archaeological traces that could be investigated by traditional or distant archaeological methods (Matoušek et al. 2017).

Identification of the cultural historical values of the military landscape could serve as a basis for protection of these landscapes. The complete and participatory protection of areas of historical value including cultural landscapes contrasts with the segregated protection of individual sites used in the past, and is based on the European Landscape Convention (COE 2000), the Convention on Protecting Architectural Heritage (COE 1985) and especially the Convention on Protecting the World Cultural and Natural Heritage (UN 1973) including the related outputs of international expert teams (Mitchell et al. 2009).

Many complete or fragmented historic cultural landscapes have been preserved in the Czech Republic, which require responsible and systematic care. This primarily involves areas protected under the Heritage Act. Selected parts of a cultural landscape may be declared a Conservation Area. A Conservation Area is a settlement formation area or parts of it with fewer cultural monuments, a historical environment or part of the landscape with significant cultural value. The term Landscape Conservation Area is used for protected parts of the landscape. Conservation Areas are declared by the Ministry of Culture of the Czech Republic after consultation with the appropriate regional office. Today, twenty-five Landscape Conservation Areas have been declared in the Czech Republic and three of them are battlefields (Fig. 2), all of them from the 19th century (Austerlitz/Slavkov battlefield – 1805, Napoleonic Wars, Chlumec, Přestanov and Varvařov battlefield – 1813, Napoleonic Wars, Hradec Králové battlefield, 1866, Austrian – Prussian War).

The main aim of the papers is to propose a set of cultural and historical landscape features that could be identify in military landscapes, especially in battlefields. The proposed elements should be identifiable in landscape in present and/or in past and are/were tangible cultural heritage of battlefields.
2. Material and methods

2.1 Study area: Austerlitz/Slavkov battlefield

The Battlefield of Austerlitz was designated as a Landscape Conservation Area in 1992. The purpose of conservation is tied with a particular event of the Battle of the Three Emperors that took place on December 2, 1805. The value of the site is represented by physical objects, places and visual connections related to this event. The whole site is a significant commemorative place for the numerous mass graves; some of them have not been even recognised yet (Salašová 2014).

The Battle of Austerlitz (December 2, 1805), also known as the Battle of the Three Emperors, was one of the most important and decisive engagements of the Napoleonic Wars. Widely regarded as the greatest victory achieved by Napoleon, the Grande Armée of France annihilated a larger Russian and Austrian army led by Tsar Alexander I and Emperor Francis II. Because of the near-perfect execution of a calibrated but dangerous plan, the battle is often seen as a tactical masterpiece. Area of the Napoleon’s critical manoeuvre called the “Lion’s Leap” runs north south across the whole site and extends over several villages (Jiříkovice, Ponětovice, Prace, Hostěrádky – Rešov, Blažovice, Zbyšov, Holubice, Křenovice). Napoleon stroked the Allied troops with an unexpected tactic attack here and predetermined his overall victory in this battle (Fig. 3). Napoleon’s victory in Austerlitz

Fig. 3 Layout of the battlefield and positions of the armies before a start of the battle in the morning on December 2, 1805.
brought the War of the Third Coalition to a rapid end, with the Treaty of Pressburg (Bratislava) signed by the exhausted Austrians later in the month (Kuča et al. 2015; Adams 2005).

The area spreads across 70 square kilometres near a town Slavkov/Austerlitz in the district Brno, Czech Republic. The landscape and especially the topography of the site was a crucial factor for the run of the battle and the eventual victory of French armies led by Napoleon Bonaparte. The landform can be described as relatively flat, slightly undulating (Fig. 4) with four dominant peaks which are Žuráň (287 m a.s.l., a command post of Napoleon), Santon (306 m a.s.l., a strategic point of French troops), Pracký kopec (325 m a.s.l., a point of the final French overturn over Russian and Austrian armies), Staré Vinohrady near Blažovice (297 m a.s.l., a command post of a Russian general Kutuzov). From these strategic points, the whole battle was commanded.

At the time of the battle (1805), the land was used predominantly for agricultural purposes as arable fields with scarcer high vegetation. The land use pattern was formed by specific long rectangular plots (Salašová et al. 2014). Today, the topography is not changed and the land use is mainly similar – with prevailing agricultural use. The land use pattern though is different as it has been changed and simplified since the beginning of 19th century. There is also more high vegetation in form of mature trees.

Fig. 4 Local topography of the battlefield at Austerlitz.
2.2 Land cover assessment

The first step, we made, was land cover assessment. The aims of land cover assessment were to investigate land cover in the period of the battle and differences between the past and present state. Cadastral maps of the stable cadastre were used for past state assessment and setting up the former land cover categories of the historical cultural landscape. Stable cadastre maps are very detailed (1 : 2,880) and relatively time appropriate (they were made in 1826), so they are the most suitable old maps. Old maps were georeferenced and vectorised manually for all area, twelve land cover categories were identified (Tab. 1).

The present land cover was assessed by the geographic base data of the Czech Republic (ZABAGED) correlated with present orthophoto. ZABAGED consists of 122 types of geographic objects that were modified according the vectorised data of the stable cadastre maps. Lines, namely roads were modified to area objects by the tool “buffer” and widths of new area objects were set up to 6.5 m for paths, 8.5 m for roads and 12.5 m for main roads. The area objects of land cover categories were joined by the tool “union” to one .shp file and correlated according the present orthophoto. Then, land cover categories were modified according the situation identified on the stable cadastre maps (Tab. 1). All operations were made in software ArcGIS 10.

2.3 Mapping of the tangible landscape values in the battlefield

To fulfil the main aim, we elaborated detailed set of criterions of the landscape features that is aimed to the military landscapes and battlefields (see Tab. 2). Detailed terrain research was carried out for

<table>
<thead>
<tr>
<th>No.</th>
<th>Land cover on stable cadastre maps</th>
<th>Land cover on ZABAGED</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>high woods</td>
<td>forests</td>
</tr>
<tr>
<td>2</td>
<td>arable land</td>
<td>arable land and other non-specified areas</td>
</tr>
<tr>
<td>3</td>
<td>permanent grasslands</td>
<td>permanent grasslands</td>
</tr>
<tr>
<td>4</td>
<td>vineyards</td>
<td>vineyards</td>
</tr>
<tr>
<td>5</td>
<td>rocks</td>
<td>open quarries, rocks</td>
</tr>
<tr>
<td>6</td>
<td>low woods</td>
<td>forests with shrubs</td>
</tr>
<tr>
<td>7</td>
<td>water areas</td>
<td>water areas</td>
</tr>
<tr>
<td>8</td>
<td>built-up areas</td>
<td>all types of buildings</td>
</tr>
<tr>
<td>9</td>
<td>orchards</td>
<td>orchards, gardens</td>
</tr>
<tr>
<td>10</td>
<td>roads and paved areas</td>
<td>transport network</td>
</tr>
<tr>
<td>11</td>
<td>ornamental gardens</td>
<td>ornamental gardens and parks</td>
</tr>
<tr>
<td>12</td>
<td>other areas</td>
<td>dump sites, ruins, airports surroundings</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Type</th>
<th>Subtype</th>
<th>Landscape feature</th>
</tr>
</thead>
<tbody>
<tr>
<td>Settlement</td>
<td>Inner structure of settlements</td>
<td>Valuable built-up area</td>
</tr>
<tr>
<td></td>
<td>Real built-up area</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Potential built-up area</td>
<td></td>
</tr>
<tr>
<td>Former settlement</td>
<td>Hillfort</td>
<td>Castle/chateau</td>
</tr>
<tr>
<td></td>
<td>Manor farm</td>
<td>Manor farm</td>
</tr>
<tr>
<td></td>
<td>Fortress</td>
<td></td>
</tr>
<tr>
<td>Church buildings</td>
<td>Chapel</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Bell tower</td>
</tr>
<tr>
<td>Small religious monuments</td>
<td>Wayside shrine</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Cross</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Conciliation Cross</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Memorial</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Statue</td>
<td></td>
</tr>
<tr>
<td>Town buildings</td>
<td>Town hall</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Town house</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Public house</td>
<td></td>
</tr>
<tr>
<td>Village buildings</td>
<td>Tavern</td>
<td>Water mill</td>
</tr>
<tr>
<td></td>
<td>Blacksmith’s workshop</td>
<td>Wind mill</td>
</tr>
<tr>
<td>Industrial buildings</td>
<td>Water mill</td>
<td></td>
</tr>
<tr>
<td>Jewish buildings</td>
<td>Synagogue</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>Other building</td>
<td>Mass grave</td>
</tr>
<tr>
<td></td>
<td>Mass grave</td>
<td></td>
</tr>
<tr>
<td>Designed landscape areas</td>
<td>Game park, pheasantry</td>
<td>Ornamental garden</td>
</tr>
<tr>
<td></td>
<td>Ornamental garden</td>
<td></td>
</tr>
<tr>
<td>Former land cover</td>
<td>Arable land</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Meadows and pastures</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Family garden</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Vineyard</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Forest and scattered vegetation</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Water area</td>
<td></td>
</tr>
<tr>
<td>Historical vegetation lines</td>
<td>Two lines alley</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Tree line alley</td>
<td></td>
</tr>
<tr>
<td>Historical artificial lines</td>
<td>Historical line construction</td>
<td></td>
</tr>
<tr>
<td>Historical pathway</td>
<td>Historical pathway</td>
<td></td>
</tr>
<tr>
<td>Historical point vegetation</td>
<td>Tree</td>
<td>Solitaire tree</td>
</tr>
<tr>
<td>Spatial relations</td>
<td>View point</td>
<td>View point</td>
</tr>
<tr>
<td></td>
<td>Skyline</td>
<td>Local skyline</td>
</tr>
<tr>
<td></td>
<td>Landmarks</td>
<td>Landscape landmark</td>
</tr>
<tr>
<td></td>
<td>Place of important event</td>
<td>Place of important event</td>
</tr>
<tr>
<td></td>
<td>Battlefield</td>
<td>Battlefield</td>
</tr>
<tr>
<td></td>
<td>Place of the most intensive fights</td>
<td>Place of the most intensive fights</td>
</tr>
<tr>
<td>Composition axes</td>
<td>Main compositional axe</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Side compositional axe</td>
<td></td>
</tr>
<tr>
<td>Scenic roads</td>
<td>Scenic road</td>
<td></td>
</tr>
</tbody>
</table>
assessment the present state of identified landscape features. The identified features were drawn to the detailed map of cultural and historical values. The map was produced by software ArcGIS 10 on the geographic base data of the Czech Republic (ZABAGED) in scale 1 : 10,000.

3. Results

Two detailed land cover maps were elaborated; one of the historical state in the first half of the 19th century based on the stable cadastre maps (Fig. 5) and second of the present state (Fig. 6). These maps were used for setting up the former land cover categories of the historical cultural landscape. One of the predefined categories in tab. 1 (open quarries, rocks) is not presented in the model area. All identified historical and cultural landscape features in battlefield at Austerlitz were recorded and a detailed analytical map was elaborated (Salašová et al. 2014). The event itself has become an intangible association over the years, however, it is remained by footprints that the battle left behind and which can still be visible or can be experienced. Fig. 7 presents a generalized overview map of tangible cultural landscapes values of the model area.

There are many significant and valuable features on the site, which include historical buildings, historic gardens and castles, tree alleys, skylines, key viewpoints and visual connections. These features are mediums through the story of the battle lives in memories of a current generation.

The features could be categorised as:
1. Features forming the setting of the battlefield – primarily physical topographical features as the main 4 hills, streams and ponds.

Fig. 5 Historical land cover according the stable cadastral map 1826.
2. Features tied with the battle, i.e. features and objects that served for purposes of the battle during the fights and are preserved until today. They are especially buildings and some minor relics of groundworks on a side of Santon hill (Stará Pošta, hospitals, churches used as the field hospitals etc.). The sunken field paths are very specific landscape elements commemorate the battle for a long time. They are very often described after a battle as the places fulfil of the killed soldiers and horses’ bodies; they are the symbolic elements generally of the war misery.

3. Features created after the battle – especially monuments and memorial objects (Peace Monument – Mohyla Míru, numerous other monuments), religious buildings. This includes a whole number of mass graves, which give the site a commemorative sense. Many of the graves have not been discovered or their location might have been forgotten through a span of the years. These categories could be applied to any associative site or could be used as a guide to prove if the site is of any associative value.

4. Discussion

Mapping and evaluating the tangible landscape features that form associative landscape values of the battlefield is essential for landscape protection in the Czech Republic according the Heritage Act (Salašová et al. 2014; Kuča et al. 2015; Šantrůčková, Weber 2016). The Austerlitz/Slavkov battlefield was declared as Landscape Conservation Area in 1992.
for its historical importance, landscape features and composition and landscape quality so the battlefield is legally acknowledged as valuable site.

An intensity of the association tends to fade away with time. There is no doubt that the eyewitnesses of the battle of Austerlitz had different memories and feelings about the battle than a generation of people born and living there later. It is not always possible to keep the same level of memories/experience when it is not even necessary. The wounds of the war injuries have been healed and nations participated then in the battle do not continue in the fighting until today. However, there should be some consistent level of knowledge determining creation the right associations in minds of the inhabitants that they may know the value of the site and its protection is their interest (Graham, Howard, eds. 2008; Lennon, Foley 2002; Assmannová 2018).

Different views and opinions on the same associative event may also occur (Graham, Howard, eds. 2008; Assmannová 2018). This may not apply to associative landscapes listed above within the UNESCO list as they usually form a part of national identity and are widely recognised as highly valuable (Rössler 2006). For that reasons, only few sites were listed on the UNESCO list as associative landscape of conflicts.
and death (ICOMOS 2018). With an event as controversial as a war or a battle, different people may keep different attitudes for many decades. Therefore, some local people may be fans of Napoleonic wars and may find the story of the battle thrilling; the others see it as a blood shed which should have been avoided at any cost.

The associative landscapes were not left alone once the event was over. People continue to live in those areas and bring along all that is related to their lifestyle. This includes also local planning for growth of settlements located in the sites. The values of such landscapes may be improved or lowered or even damaged not by another disastrous even such as a war or a battle but by simple planning activities, which minimise effect of appointed associative elements. The different views can affect decision-making processes on the site largely (Graham, Howard, eds. 2008; Lennon, Foley 2002). Moreover, this may be a reason why the Battlefield of Austerlitz does not have any management plan that would unify all the 21 settlements on the site in one systematic approach to the site protection, conservation, and development but only individual mater plans for each settlement. The identification of landscape features could be a basis for a management plan for whole Landscape Conservation Area that would be initiated by the National Heritage Institute.

There are also visitors coming to see the places where the battle took place and with increasing popularity of the site, the pressure and demand of the visiting people on available leisure facilities, accommodation, information centres, parking places or entertainment may cause damage to the values of the site. Many of the cultural historical landscapes deal with this issue and try to find a balance between a strict preservation and making the site attractive for people keen to learn more about its values. Whatever features or attractions they may be, there is always a risk that the supplementary features overshadow the associative elements and overturn the value of the site to an opposite meaning (Lennon, Foley 2002). Associative values may also be seen as restrictions to a local planning. Local authorities may feel bound within strict barriers that do not allow them to put forward any planning decision that would harm the local associative values (Salašová et al. 2014). This may be a real issue especially when the land is suitable for certain sorts of developments that could bring a great profit to the area, mainly increasing of built-up areas for housing, technical and road infrastructure and tourism industry.

5. Conclusion

There is an evident importance of associative landscapes within a human society. They allow to link tangible values, events and ideas with something as specific and unique as a particular piece of landscape and create a valuable connection living in people’s minds. They can form a part of national or local identity and be important for many cultural products of the society. Apart from a few associative (and especially military) landscapes inscribed on the World Heritage list there are many local associative landscapes whose value has not been recognised yet.

The recognising process also requires a set of features for identification of associative landscapes. Once the associative landscapes are allocated together with their patterns, certain features should be given to particular elements in order to secure their protection. Then each planning activity within the site should be given a level of effect on the landscape element. This simple matrix implemented in local planning development plans and policies could be a source for rational decision within the associative landscapes.
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ABSTRACT
Field fortifications from the end of World War 2 which were located in South Moravia are almost forgotten nowadays. This paper presents first results of archaeological research of their remains. Recently, relics of field fortifications have been registered during rescue excavations on 13 construction sites. In the vicinity of the town of Brno, parts of Wehrmacht trench systems, which defended whole town, have been excavated and documented on several sites. Several dozen small infantry entrenchments have been recorded near Pasohlávky and Mušov, where serious fights lasted for two weeks. Also, the use of aerial archaeology will be outlined. On five sites, field fortifications have been identified with the help of digital aerial orthophotos (especially historical) and digital elevation model (derived from airborne laser scanning). Results of both excavations and aerial archaeology suggests that archaeology can enhance our knowledge of this kind of relics.
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1. Introduction

There is already a history of archaeological research of modern battlefields of 20th century, especially in Western Europe. Many scientists could be mentioned here such as Nicholas Saunders and his work concerning World War 1 (Saunders 2004; 2005; 2010), Alfred Gonzales-Ruibal and his excavations of Spanish Civil War battlefields (2011; 2012), or the work of David G. Passmore and his colleagues on the Western front of World War 2 (Passmore, Harrison 2008; Passmore et al. 2013; 2014), to name but a few. On the other hand, the battlefield archaeology is still rather neglected in the Czech Republic. The situation is better in Bohemia; here archaeologists seriously started to survey the World War 2 sites after 2010. Michal Rak concerned with field fortifications of Czechoslovak army from 1938, shot down aircrafts and victims of war (Rak 2011; 2013; 2014). Petr Čech leads an extensive excavation of positions of German anti-aircraft battery in north-west Bohemia (Čech et al. 2014). In recent years, there was an excavation of the concentration camp in Lety in South Bohemia (Vafek 2018). Also, The Association of Recent Archaeology survey an anti-aircraft defence of Pilsen; its map can be accessed online on the site http://protivzdusnaobrana.plzne.cz.

In South Moravia (Fig. 1), there is almost no interest in research of World War 2 among archaeologists. The only exception occurs during excavations on construction sites; if a wartime relic is unearthed, it is properly documented and often excavated. Thanks to this fact, we know graves of fallen soldiers (e.g. Bartík, Chrástek 2018; Kala 2015; 2016; 2018), air-raid shelters (e.g. Holub et al. 2009) and trenches (e.g. Geislerová, Parma 2013). Besides, only amateurs are interested in World War 2 relics. Especially sites of crashed aircrafts are documented (for example http://www.leteckabadatelna.cz) and to a lesser extent field fortifications too (http://www.polni-opevneni.websnadno.cz).

The topic of the Second World War field fortifications in South Moravia, despite serious fights that took place there, is almost forgotten nowadays. However, there are several examples from Western Europe, which show us, that archaeology can well document trenches and foxholes of a modern conflict. Large areas fortified with trenches are known in the Netherlands and Germany; these trench systems have been identified by LiDAR surveys (Hesse 2014;

![Fig. 1 Map of South Moravia.](http://geoportal.cuzk.cz; https://ec.europa.eu/eurostat/web/gisco)
van den Schriek, Beex 2018; Wegener 2014a; 2014b). Small-scale fortifications (like foxholes) have been documented during field walking surveys in Germany and Belgium (Müller-Kissing 2015; Passmore, Harrison 2008; Wegener 2014c). The aim of this paper is to illustrate the potential of the archaeological research of WW2 field fortifications in South Moravia. It will be also briefly compared with sites known from the Western front. First, it will mention relics of field fortifications registered during rescue excavations, then it will present the first results of survey of aerial images and LiDAR data.

2. Military operations in South Moravia

Combat operations that took place in South Moravia are connected to the very end of the Second World War. The Wehrmacht prepared one of last points of defence here. It consisted mostly of fortifications on the western bank of the Morava River and a fortified edge of the town of Brno, supposed to become the unconquerable “Festung Brünn” (the Brno Fortress). Both defence zones were fortified by field fortifications, therefore trench systems and emplacements for various heavy weapons. These positions were held by “Heeresgruppe Mitte” (the Army Group Centre), led by Field Marshal Ferdinand Schörner.

The operation that was planned to drive the German troops back to west was called the Bratislava-Brno Offensive. It was carried out by the 2nd Ukrainian Front commanded by Marshal Rodion Malinovskij. According to the plan of this operation, Brno should be conquered on 8 April 1945; however the Soviet army reached the Morava River as late as 7 April. The Soviet soldiers managed to cross the river and capture the first town (Lanžhot) after serious fights on 11 April. By 15 April, the Soviets seized a large part of the bank of the Morava River, and then they launched an attack towards Brno. The assault was successful at first, but the Germans managed to stop it on 18 and 19 April. There were heavy fights on several places during next several days, especially around the village of Ořechov. The Soviet troops launched the final attack on 23 April; Brno was conquered three days later. Then the Red Army moved in a northeast direction towards the town of Vyškov, which was seized on 30 April 1945 (Břečka 2015; Žampach 2006).

The western part of South Moravia was liberated in a connection with the Prague Offensive. The Soviets reached the Dyje River on 23 April. Serious fights with no results took place around the villages of Pasohlávky and Mušov until 30 April. The final attack was launched here on 7 May; the Red Army managed to conquer Pasohlávky and rest of Moravia quickly; Prague was reached on 9 May (Holečková 2014; Žampach 2006).

3. Field fortifications of Wehrmacht

Because of defending its positions, almost all trenches in South Moravia belong to the German army. Thus, German field fortifications will be presented in this part of paper in the same manner as they were described in historical sources, namely manuals. The best source for recognizing trenches is the manual “Bildheft Neuezeitlicher Stellungsbaubericht und Diagramme“ (The Picture Manual of Fortifications) which is available in two releases. The older one was first printed in September 1942 and appended in March 1943. This edition is known from a version that was re-printed in December 1969 by Bellona Publications Limited in the United Kingdom. The other version is dated June 1944 (Oberkommando des Heeres 1944). There are small differences between both versions, especially in the representation of various types of small infantry fortifications. Other source used in this paper is “German Tactical Manual” by Harry Töpfer (undated), which describes a couple of smallest infantry fortifications. Harry Töpfer has used several historical sources in his work; the “Heeres-Dienstvorschrift 130/2a” (The Military Regulations), which was issued in 1942, was his primary source. This manual describes everything a German soldier needed to know about his role in a combat. As a reference for English terminology, the American manual “FM 5-15 Field Fortifications”, which was published in February 1944, was used (War Department 1944).

We may distinguish three main types of infantry field fortifications according to their scale, time needed for digging and function.

Smallest fortifications are represented by “Schützenlöcher” (in the American manual they are referred as “infantry entrenchments for hasty fortifications”). These fortifications were designed for one or two soldiers. They had to be dug very quickly (in several hours), because they were used almost in a contact with an enemy. The easiest variation is a “Schützenmulde” (“an individual prone shelter”), which was used by one lying soldier. Its depth was about 0.4–0.5 metres and it provided only a little protection, mostly against small firearms (Fig. 2A). Another small type of fortification is a “Schützenloch für 1 Gewehrschützen” (“a one-man foxhole”), which had two sub-variants: for a kneeling and for a standing soldier. They were square-shaped and their depth ranged from 60 to 160 centimetres (Fig. 2B). A “Schützenloch für 2 Gewehrschützen” (“a two-man foxhole”) is a similar type for two standing soldiers (Harry Töpfer mentions even a variation for three soldiers). It had a rectangular shape and a depth either 160 or 200 centimetres (Fig. 2C). A foxhole with a depth 160 cm was intended for a direct fire from it, the latter one accentuated a protection and had to have fire steps on both sides. Positions for heavy machineguns, so called “Schützenlöcher für s. M. G. mit Gewehrführer u. 2 Schützen”,
Jiří Zubalík belongs also to the group of smallest fortifications (Fig. 2D). They had similar shape like a horseshoe and a depth ranging from 140 to 200 cm (Bellona Publications Limited 1969; Töpfer undated; Oberkommando des Heeres 1944; War Department 1944).

Standard trenches are the second main type of field fortifications. In the German manuals, these are referred as "Verbindungs- (Kampf-) und Annäherungsgräben" (communications- (fire-) and approach trenches). They covered large areas (compared to foxholes); in some cases, their length reached many hundred meters. A typical trench should have a zigzagged shape (Fig. 2E). Its depth varied from 60 centimetres (a "Kriechgraben" – a crawl trench) to 180 or 200 centimetres for standing soldiers. Small fire positions with fire steps for one soldier ("Schützennische") were dug into a frontal trench wall (Fig. 2F). These fire positions were approximately square-shaped, with a length of an each side about 60 centimetres, their depth was 140 centimetres. Also, positions for heavy machineguns and two-man foxholes could be connected to a trench as well. This type of field fortification took the longest time to prepare; four men were supposed to dig 10 metres of standard trench during a whole day. Due to this reason, these trenches were dug a long time before a front got closer, mainly by civilians. In a case of Moravia, 40 000 civilians (men from Bohemia) were ordered to prepare trenches at the end of December 1944 (Bellona Publications Limited 1969; Oberkommando des Heeres 1944; War Department 1944; Žampach 2006).

A last type of field fortifications consists of emplacements for various types of heavy weapons like mortars, anti-tank or infantry guns and anti-aircraft artillery. For a purpose of this paper, only emplacements for 81 mm mortars (a "Feuerstellung für mittleren (8 cm) Granatwerfer") will be mentioned. A shape of these structures is very characteristic – they were circular with a diameter of 160 centimetres and with the same depth; a mortar was placed here. Additionally, two narrow and short hallways with a depth and width of a regular trench were attached to the circular position; here, crewmen of weapon were hiding in a case of enemy artillery fire (Fig. 2G). Five men should prepare an emplacement in 3 hours, 3 more hours were appointed for digging attached covers (Oberkommando des Heeres 1944; War Department 1944).

4. Methodology

South Moravia is mostly a rural land, so many sites lie on a chernozem. Due to this reason, a large number of field fortifications started to disappear soon after the war, hence especially excavations on construction sites could discover them. In a case of favourable conditions, some of these trenches could be seen from above thanks to crop marks. Crop marks appears
above buried ditches, stake-holes, pit-houses etc. because fill of these features consists of a more fertile soil than a surrounding ground. Because of this reason, crop grows better there and has a different colour and height than a surrounding crop. This colour changes are best recognizable from air; therefore they can be identified on aerial images (Gojda 2004).

In this work, aerial images, that were photogrammetrically processed, have been used. They can be divided into two groups – contemporary and historical. Although contemporary orthophotos could be useful, historical ones are more important, despite their lower resolution. The highest number of visible trenches can be found on photographs taken two years after the war; in the year 1947. Unfortunately, the region of South Moravia was not photographed complete, so for example a large area of Brno is missing in this set of images. Orthophotos from the year 1947 are located in an internet application on the site https://lms.cuzk.cz/lms/lms_prehl_05.html (thanks to Survey and Cadastral Inspectorates of Czech Office for Surveying, Mapping and Cadastre). Another source of historical orthoimages is accessible on the site https://kontaminace.cenia.cz. Photographs of South Moravia from the year 1953 can be found here. Even though these images were taken eight years after the war, several trenches and dug-outs are still visible in some places. Contemporary aerial orthophotographs are useful especially if we observe a development on sites; however, already mentioned crop marks of trenches or even their relics can be identified on these images occasionally. They can be found on the well-known map portals https://mapy.cz and https://www.google.cz/maps. The first one offers orthophotomaps from the years 2001–2003, 2004–2006, 2010–2012 and 2014–2015, which is especially suitable for monitoring changes of a built-up area. Google has actual aerial and satellite images only; on the other hand, it provides a plastic 3D model of Brno and its surrounding, which can well visualize preserved trenches.

Several sites lies in hilly and forested regions around the city of Brno (Fig. 3). In this case, an airborne laser scanning, also known as Light Detection and Ranging (LiDAR), can be exploited. LiDAR is a laser scanning device (usually mounted on aircrafts), which is used for creating a virtual 3D model of an earth’s surface, so-called Digital Elevation Model (DEM). On this precise model, ancient relics like ramparts or ditches can be identified. A great advantage of LiDAR is a capability of penetrating vegetation, so it can register relics even in a forest (Gojda 2005). LiDAR was already used to detect trenches from World War 2. For example, German trenches of the "Westwall" were recognized by Ralf Hesse near Hügelsheim in Germany (Hesse 2014); Max van der Schriek and Willem Beex have identified field fortifications and other wartime relics on several sites in the Netherlands (van den Schriek, Beex 2018). Also, American artillery positions and German trenches were detected by Wolfgang Wegener near Kranenburg or in Hürtgenwald (Wegener 2014a; 2014b).

For the Czech Republic, there is the Digital Terrain Model of the 5th generation created by Czech Office for Surveying, Mapping and Cadastre. This Digital Terrain Model represents a visualization of an earth’s surface in the Czech Republic by using an irregular triangular network (http://geoportal.cuzk.cz/(S(ykyv2ywjmte5thopcehj0ym))/Default.aspx?lng=CZ&mode=TextMeta&side=vyskopis&metaDataID=CZ-CUZK-DMR5G-V&mapid=8&menu=302). This model is accessible via a web-based interface on the site http://geoportal.cuzk.cz/geoprohlizec/?wmcid=22517; it uses several ways of visualisations.

**Fig. 3** Map of unearthed field fortifications. Source: Author; http://geoportal.cuzk.cz.
of data – a colour shaded relief, a shaded relief, a slope and an aspect of slope. Though wartime relics can be detected on each type of these visualisations, it was realized that shaded relief or colour shaded relief visualisations depict trenches best. This method of visualisation is quite useful for searching of ditches (Mlekuž 2013); it has been also successfully tested on several sites in Germany and Netherlands, where remains of trenches dated into the Second World War are still preserved (Hesse 2014; van den Schriek, Beex 2018).

The survey of all mentioned data has focused on the surroundings of sites known thanks for excavations. If relics (or cropmarks) of field fortifications were identified on orthophotographs or DEM, these data were further processed in ArcGIS; here, available data have been uploaded. In addition, a shapefile polyline feature has been created. With this polyline, all visible relics have been digitized.

5. Field fortifications in South Moravia
5.1 Examples of excavated fortifications
In recent years, field fortifications have been documented on 13 sites in South Moravia (Fig. 3). Infantry entrenchments for hasty fortifications have been identified in seven cases; standard trenches have been registered four times. On last two sites, there have been discovered both infantry entrenchments for hasty fortifications and trenches. All these examples have been uncovered in excavations on construction sites; no survey was intended to excavate this kind of relic. Only some of the foxholes and trenches have been excavated, others have been at least sectioned. Further, the most representative examples will be mentioned.

All nine sites where foxholes have been found are located in the area between Brno and the Morava River, in closer proximity to Brno (up to 30 kilometres, Fig. 3). It can be assumed that almost all these positions were a part of last defence line of the Wehrmacht ahead of Brno; therefore they were dug around 20 April 1945. The site that lies near the town of Vyškov was related to the situation after the capture of Brno and the following attempt of the 2nd Ukrainian Front to connect with the 4th Ukrainian Front (advancing from Northern Moravia). An interesting area lies close to Hrušovany nad Jevišovkou (Fig. 4). Several infantry entrenchments for hasty fortifications, mostly two-man foxholes, have been unearthed here; they belonged to an exercise ground of the German army (Čižmář 2002). The perfect example of a “Schützenloch für 2 Gewehrschützen” has been documented near Nikolčice (Fig. 5). The structure has a length of 160 cm and a depth less than 100 cm. Either agriculture have destroyed an upper parts of the foxhole or it was designed for kneeling soldiers. A layer of fired ammunition cases laid on the ground (Kos 2000). Unusual one-man foxholes with fire steps

Fig. 4 Excavated infantry entrenchments for hasty fortifications in the exercise ground in Hrušovany nad Jevišovou. Source: Čižmář (2002).

Fig. 5 Cut of two-man foxhole near Nikolčice. The number 1 indicates fired ammunition. Source: Kos (2000).
Fig. 6 One-man foxhole with fire step near Popůvky. Source: Hájek (2017).

Fig. 7 Layout of excavated infantry entrenchments for hasty fortifications and trenches in Mušov and Pasohlávky. Burgstall Hill is situated in the upper right corner; Pasohlávky lies behind the left edge of image. Source: Institute of Archaeology of the CAS, Brno; http://geoportal.cuzk.cz.
have been registered in Popůvky (Fig. 6). They were around 160 cm long, one half of pit was approximately one meter deep whilst the other half was only 50 cm deep (Hájek 2017).

The biggest number of infantry entrenchments for hasty fortifications has been discovered on two neighbouring sites – Mušov and Pasohlávky. The area between these villages saw heavy fights from 23 April to 7 May 1945, when the frontline was moving from Burgstall Hill to the village of Pasohlávky (1.5 km far away) and back again several times. Several dozen structures have been documented here (Fig. 7); a two-man foxhole was the most common type (as many as 47 structures, Fig. 8), but individual prone shelters, one-man foxholes, positions for heavy machine-guns or emplacements for mortars (Fig. 9) have been registered as well. Even standard trenches were situated on Burgstall Hill. It can be assumed that a part of these structures belonged to the Red army (Musil 1995; Komoróczy 2000; Zubalík et al. 2017).

Unlike the sites with infantry entrenchments for hasty fortifications, almost all sites where standard trenches were unearthed lie around the city of Brno (Fig. 3). Two of them were prepared as a part of the "Festung Brünn" fortification system before the front had reached South Moravia. The third one was dug on the northern outskirts of Brno during the last days of the war; the Soviets had already captured almost whole Brno and continued their attack towards Vyškov. The fourth site was situated in Vyškov and defended a local airfield. The best example of a relatively extensive trench system has been revealed during an excavation on a site in Brno-Bohunice. A recorded length of the standard trenches amounts 322 meters; the trench line was bifurcated on two places (Fig. 10). Also fire positions have been registered on several places; some of them were sectioned during the survey (Fig. 11). This position defended an approach to Brno from the southwest. Another small part of a larger trench system has been unearthed in Brno-Tuřany. The most interesting structure documented here is a position for heavy machine-gun which was connected to the trench system via a communication trench (Fig. 12). This fortification was situated to the southeast of

Fig. 8 Two-man foxhole near Pasohlávky.
Source: Institute of Archaeology of the CAS, Brno.

Fig. 9 Emplacement for 81 mm mortar near Pasohlávky.
Source: Institute of Archaeology of the CAS, Brno.
Fig. 10  Layout of documented trench line in Brno-Bohunice. Figure on the bottom right corner displays the section of a fire step. Source: Institute for Archaeological Heritage, Brno.

Fig. 11  Fire position in trench on site of Brno-Bohunice. Source: Institute for Archaeological Heritage, Brno.
Fig. 12  Layout of documented trench line in Brno-Tuřany. Figure on the upper right corner displays the position for heavy machine-gun. Source: Institute for Archaeological Heritage, Brno.

Fig. 13  Layout of documented trench line in Brno-Medlánky. Source: Institute for Archaeological Heritage, Brno.
contemporary Brno; it protected a local airfield. The last site where standard trenches have been recorded during an excavation lies in Brno-Medlánky. It is the aforementioned position on the northern outskirts of Brno, which consisted of one trench line; also several fire positions have been documented here (Fig. 13).

5.2 Examples of fortifications detected on aerial photogrammetry and remote sensing data

The validity of the aerial photogrammetry and LiDAR survey will be shown on five sites (Fig. 14). Three of them have been mentioned above; they are known from excavations (Brno-Bohunice, Brno-Medlánky, Mušov). An additional two sites were not excavated; the first one was destroyed after the war, the last one is still preserved today. An important observation resulted from an analysis of the available data of the rest of mentioned sites: a visibility of infantry entrenchments for hasty fortifications is really poor – almost no one is recognizable on both orthophotographs and LiDAR data; however, there is one exception. Quite many infantry entrenchments for hasty fortifications are visible on the aerial images taken above Mušov in 1947 and 1953. Especially the older orthophotos show a large number of these entrenchments and larger weapon emplacements on Burgstall hill and its close proximity (Fig. 15). Only a few of them were unearthed during excavations mentioned above, many others are still waiting for their discovery. These images also show a really large extent of a fieldwork that took place here. On the other hand, the orthoimages from the year 1953 show an extensive destruction of these field fortifications. Only few emplacements and trenches were still preserved at that time, rest of them was destroyed by agriculture. Modern orthophotographs and LiDAR shows no structures, not even crop marks.

An importance of the images from the year 1953 consists in the fact that they were taken above the whole territory of South Moravia. Thus a fortified area in Brno-Maloměřice, which was not photographed before, is visible on these orthophotographs. It is possible to identify several trench lines, which were probably defending positions of a nearby anti-aircraft artillery (Fig. 16). These images are also the only ones that captures this fortification, because a construction of a cargo railway station started here in that year; this construction has destroyed the whole fortified area.

Another site recognizable on the orthophotos from 1953 is situated in Brno-Bohunice. One part of this site is known thanks to the aforementioned excavation. The aerial images show us that this trench continues additional 321 meters towards Brno. On top of that, 140 metres of this trench is visible on the DEM; this data partially coincide with the aerial orthophotograph. It’s interesting that the unearthed part of fortification is not visible on the historical images (Fig. 17).

Usage of modern aerial images will be shown on a site located on Střelecký hill in Brno-Králůvo Pole which lies in close proximity to the site of Brno-Medlánky. It consists of two separate zigzagged trench lines, which are preserved up to this day. They were detected on the plastic 3D model of landscape available in Google Maps or Google Earth. Both trenches are visible on the historical aerial orthophotos too. However, only the northern trench can be found on the DEM (Fig. 18). Perhaps a low vegetation covered up the southern trench when the area was scanned.

Aerial photogrammetry is also suitable for following a destruction of fortified areas after the war. Several cases were already mentioned – for example a rather slow disappearance of the infantry entrenchments for hasty fortifications and trenches in Mušov and Pasohlávky due to agriculture; even recently, some of them have been destroyed through a building of an aqua park. A special case showing a destruction of a field fortification represents a site in Brno-Medlánky. The trench line which was located there was filled up soon after the war. The aerial orthophotographs from the year 1953 show nothing more than crop marks above it. Almost the same crop marks are still visible on the images from 2006. These orthoimages indicate that the trench was still preserved underground (Fig. 19). The later images from 2012 capture a beginning of
These buildings are finished on the orthophotographs taken in 2015, whereas the trenches were destroyed without a proper documentation (Fig. 20).

6. Discussion and Conclusion

This study gathers all known sites, where were at least partially excavated fortifications; it presents the very first results of analysis of aerial orthophotographs in South Moravia. Overall 15 sites have been mentioned, but we might assume that the quantity of sites related to the World War 2 fieldworks (or even a combat) will grow in the future.

At first sight, it looks like the fortified areas had a lesser extent than those known on Western front. LiDAR surveys have shown really extensive trench systems on sites like Herkenbosch-Rothenbach, Stokkum, Hügelsheim or Kranenburg (Hesse 2014: Fig. 3;
Fig. 17 Orthophotograph from 1953 (on the right) and DEM (on the left) of Brno-Bohunice. The aerial photograph well depicts the trench line. A part of this trench is visible in the middle of LiDAR image.

Fig. 18 Contemporary orthophotograph from Google (on the right), orthophotograph from 1953 (in the middle) and DEM (on the left) of Brno-Královo Pole. The trench line is situated in the upper left corner of all images.
Fig. 19 Orthophotographs from 1953 (on the right) and 2006 (on the left) of Brno-Medlánky depict crop marks of a buried trench line.

Fig. 20 Orthophotographs from 2012 (on the left) and 2015 (on the right) of Brno-Medlánky capture an area about the same part of trench line as the previous figure.
Data: Author; https://mapy.cz.
van den Schriek, Beex 2018: Fig. 7, Fig. 8; Wegener 2014a: Abb. 1). However, we know only small parts of fortified areas in South Moravia. The finest examples represent the trenches in Brno-Bohunice and Brno-Tuřany. On both sites, there are several dozen metres of an empty space between the unearthed relics of trenches. Also historical orthophotos suggest that the actual extent of the field fortification in Brno-Bohunice was probably much bigger; therefore it might be similar to the ones on the Western front.

On the other hand, excavations well document small-scale fortifications, which are almost undetectable on aerial photogrammetry or DEM. The most numerous type of entrenchment in South Moravia is a two-man foxhole; they are known thanks to field walking in Belgium and Germany too. In first case, there is several dozen of these foxholes (and prone shelters) on sites in Prumerberg and Lindscheid; however, they belong to the US Army (Passmore, Harrison 2008). Another American foxholes have been registered by Wolfgang Wegener in Hürtgenwald; they could be clearly distinguished from German standard trenches (Wegener 2014c). German two-man foxholes have been documented at Hohe Warte near Paderborn; on top of that, positions for heavy machine-guns have been recognised here too (Müller-Kissing 2015).

The mentioned sites show that they could have a great potential to study an archaeological impact of the WW2 combat from the Eastern front; thus the region of South Moravia could be an interesting counterpart to the forests of north-west Europe (Passmore et al. 2013). The next step of research will be focused on an exhaustive survey of aerial orthophotos and LiDAR data, which shall lead to an expansion of the number of sites.

The archaeology of Second World War is at its beginning in the region of South Moravia. However, the first results illustrate that archaeological methods of survey can contribute to the knowledge about the wartime field fortifications in this region. Excavations, aerial photogrammetry and LiDAR survey could find forgotten fortified sites and give us insight into an extent of a German defensive field work. On top of that, a proper combination of orthophotographs shows us a development of studied sites after the war. Despite the fact that South Moravia played only a minor part in the Red Army’s operation (the main target was Berlin), archaeology shows us that the Germans put a special effort to fortify large areas of South Moravia. However, this kind of heritage is still rather neglected and endangered by a destruction.
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ABSTRACT
This paper explores the entanglement between photography and aerial military operations during the World Wars, showing how, in warfare, the camera became a technology of power serving a dual purpose: 1) It was a weapon used to map the territory as well as to detect and bomb specific targets, and 2) it constituted a powerful propagandistic medium employed to circulate persuading and aesthetically innovative aerial vistas among civilians. The technological and industrial sophistication that was adapted to the modern aerial battlefield required optical and photo-developments. These technical improvements challenged military activity while also reshaping civilians’ perception and conception of the landscape as well as determining new aesthetic canons. At the core of this article there is the notion of training of the eye – understood as the process, which involved both experts and the general public, of assimilating new photographic vistas from the sky.

Using mostly the North American and German frames of reference, and interweaving military technology, visual culture, and landscape studies, this paper analyzes production and reception of “the view from above” mainly through mass-market illustrated magazines, such as the American Life and the German Berliner Illustrirte Zeitung.

Developed within the military context, the peculiarity of aerial photography became embroiled with the idea of a cold, hunting, distanced and simultaneously penetrating gaze. However, recent scholarship understands the aerial view differently, due to the latest use of aerial photography for environmental science, and with the purpose of raising public awareness on the devastating ecological impact of industrialization and militarization. The contemporary progression from aerial photography to satellite imagery can in fact be interpreted along two directions: the God’s-eye view of surveillance and/or the bird’s-eye view of environmental care.
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1. Introduction

This paper traces the origin of the systematic use of military photo-reconnaissance in the First World War; it then explores the adaptation of aerial photo-technology for commercial use in the interwar period, and, lastly, introduces later developments at the outbreak of WWII. This article, however, does not only analyze the production of aerial photographs, but it also investigates the circulation of this material through the printed media: systematically examining some of the most popular illustrated newspapers in the U.S. and Germany in the first half of the twentieth century (particularly the German *Berliner Illustrirte Zeitung* and the American *Life*). This methodology allows a comparison of two Western countries that, in both war and peacetime, played leading roles in producing optical systems, photographic devices, imaging products, and specific photographic trends. Such visual innovations, alongside the evolution of aviation, became relevant tools in developing recognition and mapping. Part of this photographic military-documentary material also became a propaganda instrument, which created effective new ways of representing and conceptualizing the landscape to civilian audiences. Moreover, Germany and the U.S. were often mutually influenced by visual communication strategies when publishing aerial photographs. Therefore, the present study demonstrates how new militarized visuals changed the way of making war by transforming the act of observing and interpreting territories, while also creating new aesthetic canons to represent the landscape that impacted society at large.

Studying aerial photography in warfare considers aspects of at least three disciplines: military technology history, media and visual communication studies, and landscape studies. The broad concept of landscape itself, as argued by the geographer Denis Cosgrove, emerged as a “way of seeing,” imagining, constructing, and representing “the external world.” As a “visual term” and mode to conceive and organize space, the idea of landscape has been explored by art and architecture as well as survey, map-making, and artillery science (Cosgrove 1985: 46). Although ‘non-representational theory’ within cultural geography have criticized the ocular-centric approach to landscape, other geographical researches have also highlighted the power of photographic media to shape human understandings of the world: supporting exploration, topographic mapping, and public geographical imagination (Ryan 2013; Dyce 2013).

In this perspective, this article clarifies how landscape as a visual concept (from a morphological and iconographical point of view) was transformed by the industrial photo-optical technology developed within the military context of the World Wars.

Training the eye is a useful term to explain the collective effort that soldiers, pilots, and photographers made to learn new photographic techniques through imaging and surveillance technology manuals and programs. This concept can be also applied to civilians’ assimilation of pictures showing environments that were unimagined before the perfect combination of photography, airplane, and photo-mechanical printing. The widespread training of the eye in the first half of the twentieth century compelled every single layer of the society and completely transformed people’s way of observing and absorbing the world.

Furthermore, dealing with aerial photography inevitably means recognizing the ambivalent essence of the view from above. On the one hand, the distant perspective determines a fascination with an overall view that may drive a constructive and critical analysis of territories. On the other hand, its abstraction can also be interpreted as a form of detachment, control, and power. This ambiguous quality of aerial photography – as technology of power deeply rooted in the military context and, simultaneously, mass medium proposing astonishing point of views on the world – that emerged in the first half of the last century, preludes some concerns the spread of aerial views captured by drones originates today. Experimental drones were invented for military reconnaissance and surveillance in the early twentieth century. During WWII, they started to be armed with bombs and missiles – when Americans had to compete with Japanese kamikazes. They were then used in battlefields of Vietnam, Yugoslavia, Israeli-occupied territories, and more recently to fight al-Qaeda and the Islamic State in the Middle East (Parks et al. 2017).

Despite the military origin of drones, since 2010s, magazines devoted to geography, science, and nature, like National Geographic and GEO, have been consistently publishing articles about the most diverse applications of unmanned aerial vehicles (UAVs) in civilian sectors, including holding annual contests dedicated to the best drone photography (Handwerk 2013; Smith 2017).

The example of drones shows how aerial photography as a “technology of power” (Foucault 1977) can be applied to an entirely different array of purposes, including a rapid expansion to scientific, commercial, recreational, conservational, and agricultural applications. Produced for warfare, the drone is not certainly a unique case of an artefact that extends and diversifies its functions. Generally, new technologies ensure greater effectiveness the more they demonstrate chameleon-like ability to adapt to different sectors. In the modern wars the entire technological apparatus is enhanced, and technologies of vision are not excluded from a continuous boost of performance.

If it is widely recognized that the nature of visual perception is historically and culturally constructed (Kleinberg-Levin 1997), investigating the evolving interdependence of war and imaging allows us to understand how this relationship has influenced
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many aspects of the visual culture of specific societies. In other words, how has the “militarized vision” – discussed here as innovative aerial visual technologies developed during conflicts – created new ways of perceiving and understanding reality during and after the World Wars?

This paper focuses on the origin of photographic aerial view formalization, analyzing the interdependence of aerial photography and military strategy during the World Wars, and showing how aerial photographs were presented to the German and American audiences. In fact, despite some civilian uses of aerial photography before the First World War – particularly interesting is Sebastian Finsterwalder’s 1889 survey of glaciers in the Tyrolean Alps from balloons – geographers and photogrammetry experts agree that WWI is the source of the systematic coverage of the earth’s surface by means of photography (Cosgrove 2010; Konecny 2012; Ryan 2013). For quantity and heterogeneity, aerial pictures produced and published during the Great War transformed the way the space is perceived, which led to a number of applications that continued in the interwar period. Many personalities involved in aerial operations during WWI became active promoters of “the view from above” in the post-war period: The German balloonist Robert Petschow showed his aerial photos both in international art exhibitions and in geographical publications, the British wartime pilot Osbert Guy Crawford became a key figure of aerial archeology, while the realist photographic style (straight photography) of the American fine artist Edward Steichen was influenced by his war experience as chief of the Photographic Section of the American Expeditionary Forces, in charge for aerial reconnaissance photography. Therefore, starting from WWI, the surprising photographic environments advertised in the news inaugurated a new geography from the air, which directly affected people’s way of seeing and experiencing the landscape below and the space above.

Although this article mainly addresses the topic of aerial photography from a historical perspective, it intends also to contribute to the contemporary theoretical debate which classifies aerial vista in two distinct categories, namely as a manifestation of either empathy or detachment. The supremacy of seeing from an elevated perspective, while practically invisible, recalls the notion of objective and penetrating “God’s-eye view” that many authors, primarily Denis Cosgrove (1994), have identified as a dominant feature in Western society. However, recent interpretations of aerial photography (McCormack 2010; Amad 2012; Kaplan 2018) argue for a more complex and ambivalent understanding of photo-observation in warfare, rejecting the idea that it (and its progeny remote sensing) is exclusively a symptom of omniscient power. New philosophies of photography, such as the one Joanna Zylinska (2017) proposes in the book Nonhuman Photography, link camera’s potentiality with the creation of non-human viewpoints and “new modes of seeing and imagining” the environment, which would challenge prevailing anthropocentric models. This kind of attitudes will be named “bird’s-eye view” in the present article.

The next sections are organized in the following order: part 2 describes the production of photographic material for military purposes, part 3 shows the mediatization of war through circulation of photographs in the commercial press, while part 4 tackles the practice of aerial photography from a theoretical point of view. Problematizing the type of gaze developed in warfare and considering the consequent turning point in understanding the landscape will also be discussed in the 4th part.

2. Photography and War: An Indivisible History

2.1 WWI as an “Incubator” of the Military Techniques of Vision

“There is no war without photography” observed Susan Sontag in the book Regarding the Pain of Others (2003: 53), referring to a concept Ernst Jünger expressed in the thirties.

Since the daguerreotype was introduced worldwide in 1839, military and political interests in photography’s potentialities increased, leading to experiment rudimental devices on the battlefields of the nineteenth century: The first attempt was made by the British government during the Crimean War, and a more systematic involvement of photographic techniques in an armed conflict occurred in the American Civil War. In these two cases, politics intended to take advantages of “objective” recordings either propagandistically sustaining or condemning military actions. However, armies also aspired to employ accurate aerial images in strategic operations. After the acclamation of pioneering aerial views of cities from balloons or kites – the first was Félix Nadar’s image of Paris in 1858, followed by J.W. Black’s iconic shot of Boston two years later – the armed forces of various nations tried, unsuccessfully, to integrate reconnaissance techniques in their campaigns. The inadequacy of kites and aerostats was ascribed to their inaccurate navigation and targeting, as well as the risk of being easily shot down by the enemy. This second problem also affected rigid dirigibles powered by propellers, such as the famous Zeppelins, which from the beginning of the twentieth century carried cameras, and during the first world conflict were occasionally used by Germany to bombard Allied Powers. Baby-killers – as long-range Zeppelin bombers started to be called in England in WWI – were then substituted by airplanes. By means of the latter, the ability of flying, which for centuries had maintained the fascinating aura of a dream, was completely accomplished. At the
beginning of the First World War, the armies took over the latest discoveries in the sectors of flying machines and photography and, accelerating the successful combination of photo device and airplane, exploited photoreconnaissance for intelligence and mapping.

Footage taken by soldiers for private purposes, photographs produced as official documentary and propaganda, and photography used as a military tool contributed to make WWI the first war to be defined in German context as a “Medienkrieg.” Namely a conflict that has been photographed, reported, and narrated in detail by all its participants with any possible available media (cf. Paul 2004). Through the army postal service, when not censored, soldiers sent postcards to their families, including a high number of snapshots picturing devastated landscapes that totally differed from previous pictorial canons. Completely transformed by unprecedented destructive technologies, the landscape remained only barren land, a *no man’s land*.

The territory between and around opposing trench lines was also a main subject of military aerial photography. Although at the outbreak of the First World War the use of aerial photoreconnaissance encountered the resistance of traditionalist senior leaderships, by the end of the conflict it played a significant role in tactical planning, in surveying as well as in reconnaissance. Pilots started to take pictures with conventional hand-held cameras during their visual aerial surveys, noticing that photography could acquire more detailed information to integrate into their reports (Figure 1).

When commanding officers understood the value of this material in revealing changing patterns on the battleground, by measuring and anticipating enemy’s actions, specialized automatic cameras were developed to be mounted on the external side of the aircrafts or within the fuselage. It has been estimated that Germany, who had a leading role in the employment of aerial reconnaissance photography, took around 4000 photos a day, covering the entire Western Front twice a month in the last year of the war (Stanley 1981: 26). This huge amount of images is still available today consulting the Bavarian War Archive in Munich, which, despite being one of the largest World War One aerial reconnoissance collections, only represents a small portion of the overall German aerial imagery that survived WWI.

Since artillery, the dominant weapon of WWI combat, depended on accurate topographic control, aerial photography also supported mapping operations, which covered all battlefields including territories in the Middle East (Kaplan 2018: 138–179). Cameras used in a military context could provide both oblique and vertical images. The oblique perspective emphasizes the shape of three-dimensional elements (vegetation, buildings, etc.), while vertical views, used at a higher altitude, included greater areas and allowed to recognize the changing of patterns on the grounds. New methods to derive an accurate planimetry from panoramic photography and to interpret ground features were experimented: the *Reihenbildner*, for instance, was a German camera able to take a rapid sequence of photographs (10 per second) that once printed needed to be rearranged in line to obtain an overall map of an area (Jäger 2007: 292–293). Through this technology, in the course of a single flight pilots filmed a land surface that measured 60-by-2.4-kilometer at the scale of conventional topographic maps (Wohl 1994, Figure 2).

Aerial reconnaissance was an essential factor for the evolution of aviation itself: aerial photographs had become so valuable that both Allied and Central Powers built pursuit planes to prevent violations of their respective airspace. Modern fighter aircraft developed directly from the consequences of integrating cameras and planes. To avoid interception, reconnaissance aircrafts needed to fly at higher altitudes, causing several problems to the mechanisms of cameras: lower temperature generated moisture in the devices and froze lubricants. In order to prevent this malfunction, Germans provided their cameras with an electrical heating system. The Rumpler CIV was a typical two-seat fighter/reconnaissance airplane, mass produced in 1917; it could reach high altitudes of up to 7000 meters, thereby avoiding anti-aircraft artillery. Its camera lens was positioned in a hole in the fuselage under the observer’s position. On these types of aircraft the *Maschinengewehrkamera* (machine gun camera) operated, exemplifying the fusion of camera and gun. Invented by the film tycoon Oskar Messter, and constructed by the Ernemann company in Dresden, this camera fully resembled the German-made MG08 machine gun, with the only difference that the trigger button shot films instead of ammunitions and was utilized by pilots on fighter planes to simulate dogfight (Figure 3).

German optics, such as Carl Zeiss lenses, were more advanced than any other combative countries' technology in WWI. When the U.S. entered the war,
the Army urgently requested American civilians for their optical gears, including lenses, telescopes and binoculars, specifically naming several German manufactures. Although U.S. aviation units initially relied on European photographic equipment, due to their late arrival in the theater of war, they soon established a Photographic Section attached to the American Expeditionary Forces (AEF).

Using James B. Campbell’s terminology (2008: 77), the First World War was the “incubator” for aerial photographic techniques and photointerpretation systems that were largely employed in WWII. During this experimental stage, the human eye needed to be trained in order to be able to interpret new geography from the air. Pilots, aerial observers, and photo-interpreters learned to see the landscape below according to taxonomies. They acquired skills in photo recording and interpretation by means of imaging and surveillance technology manuals and programs; in Germany part of the training took place in the Flieger-Beobachtungs-Schulen through manuals like Lehrbehelf für Photographie aus dem Flugzeuge für Beobachter-Offiziere (Teaching Aid for Photography from Aircraft for Observer Officers) (1916) written by Alfred Thiel or Die Erkundung aus Fliegerbildern (Reconnaissance through Aerial Photographs) (ca. 1916) by Leutnant Wecker.

2.2 WWII: Imagery Intelligence as a Systematic Discipline

After WWI, military interest in photo intelligence diminished and, although nations maintained their technical capabilities, there was no significant application and organization of photoreconnaissance in peacetime. However, commercial air travel and photography as a mass medium kept on evolving. After the passenger-carrying dirigible Hindenburg exploded in New York in 1937, the airplane started to dominate commercial fleets. The German state company

![Image of a photographic strip taken by the Maschinengewehrkamera (machine gun camera) invented by Oskar Messter in 1915 and fabricated by the Ernemann company in Dresden]
Lufthansa became the largest European carrier, and with the onset of the Second World War the civilian airline was militarized by the Nazis. WWII was indeed in large measure fought with manned aircrafts, and the logistical planning based on aerial reconnaissance was fundamental in determining its outcome. In *Photography and Flight*, Denis Cosgrove traces the evolution of imaging products from commercial context to military scenery. He highlights how mobilization and constant innovation of the technological apparatus during the conflict determined the level of progress in specific countries once the war was over: “Virtually every film and camera producer in America, Germany and Japan was recruited to meet wartime need, giving professionals in those countries the pre-eminence as innovators and manufacturers of photographic equipment and supplies that continues to these days” (2010: 55).

Dark-yellow filters to reduce the effect of light reflecting on the sandy surface of the desert, methods to prevent the film coating from melting in North Africa, infrared devices to detect troop movements at night, more precise gun cameras to record the shooting down of enemy aircrafts, multiple lens systems for mapping: these were some innovations belligerents developed to obtain the most detailed possible image on finest-grain film employable. Maintaining quality images was a necessary requirement to overcome camouflage techniques applied by competitors once technological observation of the enemy became increasingly sophisticated. The figure of the specialized photo interpreter, intent on minutely scrutinizing two photographic prints through a stereoscope in order to gain a 3D image easier to discern, originated from this war context and was later well described by war memoirs of flight officers, such as Constance Babington Smith’s *Evidence in Camera* (Figure 4).

The technical improvements of photo devices evolved simultaneously to engineering solutions in constructing the most effective airplane for aerial photography. To not be detected and shoot down, recon aircrafts had to meet three essential elements: exceptional speed, elevated range, and high-altitude capability (Stanley 1981: 77). The perfect balance of the three attributes was achieved in models like the De Havilland 98 Mosquito (known also as “Mosie”), which was the main British photo collector, and according to many military historians also the best photoreconnaissance aircraft in the war.

As an expert in imaginary intelligence heritage, Colonel Roy M. Stanley explains that aerial photography in WWII was regularly applied for selecting bombing targets, determining bombing accuracy, pinpointing defense positions, analyzing equipment capabilities, serving as a basis for maps, and searching for indications of enemy intentions (1981: 3). This impressive broad scope of use, developed from the experience gained in WWI, demonstrates that imagery intelligence was formalized as a systematic discipline within WWII national air forces. However, unlike the WWI system where different military sections performed their own photo-interpretation and information were coordinated at a later time, in the Second World War nations established central photoreconnaissance units, allowing faster reactions to critical situations. Moreover, employing aircrafts optimized for aerial photo operations, flight requirements evolved differently in mapping missions than in intelligence missions. In the last case, specific protocols imposed that an object was nominated, photographed, exploited, and the intelligence put into an operational framework. Therefore, WWII photo intelligence involved a high degree of expertise and a specialization in every phase of the process.

Colonel Stanley also clarifies: “Each camera on an aerial mission used rolls of film that were up to several hundred feet long and from three to twelve inches wide. The photos were overlapping still pictures taken at intervals of from one to ten seconds. [...] It was work photography, often having little apparent value to the layman until its secrets were unlocked by skilled technicians” (1981: 11). The majority of these aerial pictures reported the name of the aviation unit, number of shot, date, time, location, grid reference, altitude, and focal length; on the images an arrow indicated the north. Therefore, a series of snapshots portraying a peaceful beach and nearby cliffs in a sunny May – which nowadays has the familiarity of a panoramic view taken with commercial drones at low altitude – revealed...
a top secret, high risk, and historic mission. A pilot, on Lockheed P-38F-5 fighter with an oblique-angle camera mounted in the aircraft’s nose, took these pictures in order to detect enemy fortifications. After flying over an apparent ordinary landscape, he finally located wired tripods sticking up on the beach. Photo interpreters later revealed that these small pylons, invisible at high tide, indicated the positions of German mines (Heiferman 2012: 195–197). It was the eve of the Allied landings in Normandy (Figure 5).

3. Aerial Photography in the Mass Commercial Press

3.1 German publishing

If the production of imagery on battlefields was staggering in both World Wars, the large-scale reproduction and distribution of this material to in-form public opinion was not less significant.

Using new technologies like the rotary printing press and the halftone, illustrated magazines started to incorporate photos to the articles. Illustrated periodicals were already one of the most popular print mediums since the beginning of the XX century (Ross 2010: 20–33). Although paper was in short supply in WWI, publishing companies rapidly adapted to the new situation by restructuring the volume and content of their publications. With a reduction in the number of pages for single issue, many German illustrated magazines continued to be published weekly. The most popular illustrated magazines in wartime were the Berliner Illustrirte Zeitung (BIZ) and Die Woche, both published in Berlin. Interestingly, the public demand for news from the various theaters of war increased people’s interest in visual reports: in fact, the number of copies sold by the BIZ grew from 100,000 at the beginning of the century to 800,000 in 1915, maintaining this level for the entire duration of the conflict (Weise 1991). Illustrations, maps, and reports with aerial photos facilitated the readers’ understanding of events in war zones (troops movements, commanders’ decisions, military activities on the front lines). Moreover, many illustrated magazines specifically dedicated to the developments of war appeared in 1915: Die große Zeit. Illustrierte Kriegsgeschichte, Deutsche Kriegszeitung, Illustrierte Kriegs-Zeitung/Das Weltbild, Illustrierte Geschichte des Weltkrieges, and Illustrierter Kriegs-Kurier were some of most popular titles. Offering experts’ in-depth analysis on military strategies, innovative technologies, and medical innovations employed on the battlefields, these magazines were accompanied by many illustrative photographs, sometimes covering entire pages, which at that time measured ca. 34 × 26 cm. Over the years, the numbers of photographs incorporated in newspapers increased, substituting illustrations.

In this period, an aerial photo appeared at least every two weeks in regular illustrated magazines, and even more frequently in the newspapers dedicated to war. Most of the pictures taken from balloons, dirigibles, and airplanes in wartime were primary reconnaissance images created for military reasons and only at a later time they were made public (although the black stripe reporting technical information about the shot was always removed for military security, and photomaps remained top secret).

Individual vertical aerial photography largely became available in magazines during the war, representing a visual revolution for the German public. New photographic environments, portraying “flat” and “abstract” lands excluding any tridimensional effects, were explained to the population through dedicated articles that repeated the mantra: “Wie der Flieger sieht,” “Was der Flieger sieht” (How/what the aviator sees). In March 1917 the Berliner Illustirte Zeitung published an analysis of the new way of seeing the landscape from above developed by the aviation, describing the role of the pilot (Flieger) and the observer (Beobachter), and comparing their “trained eyes” with the vision of an ordinary citizen (Figure 6). The first words of the piece say: “Seeing is a matter of practice!” (“Sehen ist Uebungssache!”). A trained aviator gradually learns how to “really see” the landscape, grasping the important features of the land with a quick gaze. The article continues explaining: Where the ordinary person notices only a landscape, the aerial observer, thanks to photo devices, discerns a multitude of noticeable details, which offer many tactical possibilities. Making a fragment of time eternal, such photography presented a landscape that could
Fig. 6 Berliner Illustrirte Zeitung (March 11, 1917): What the aviator sees. Berlin, Ullstein, 10, 130.
be amply explored even at a later stage; but only if the viewer held the key to interpret the space from above. The practice of publishing two aerial pictures next to another presenting a target (a village, a fort, or a train station) before and after a bombing started in WWI. Thus, military methods of photoreconnaissance produced a new aesthetic, completely transforming the way of seeing and interpreting the landscape. This change determined the visual canons of the German society in the following period of the Weimar Republic. In fact, newspaper articles devoted to vertical aerial photography continued to be published even after the end of conflict. In the interwar years public attraction for aviation – partially created by the popular narrative of the hyper-masculine Fliegerheld (flying hero) emerged from WWI – was reinforced by the risky adventure of sporty brave individuals. It is the case of Willi Ruge’s spectacular photo-essay “I Photograph Myself during a Parachute Jump” (BIZ 1931: 843–845). Ruge was an aerial gunner and a reporter in WWI. Later on, he worked in the German aviation film industry, and became internationally famous for portraying himself during his parachute descent with a camera strapped to the belt. These eye-catching pictures condensed all the components that the modern narrative of illustrated magazines imposed in the interwar period: documentation, entertainment, modern sporting heroism, and technical abilities (the latter often gained in the previous military context).

It was quite common that pilots and photographers who served in WWI later became photo and film entrepreneurs as well as fundamental personalities in disseminating aerial photographs. Robert Petschow, a professional soldier in the Airship Battalion deployed by the army to operate tethered balloons, learned new photographic techniques on the battlefields of WWI. After the war, besides editing the aviation magazine Die Luftfahrt, he traveled all over Germany, becoming the best-known aerial photographer of the interwar years by regularly publishing on illustrated newspapers (see BIZ 1925: 36–37, Figure 7). His vertical shots proposed a new visual experience of the landscape, showing a human-made geometry and a sense of abstraction to a certain extent similar to the close-ups offered by the microscope (Beckmann 1992). With this avant-garde approach – corresponding to the revolutionary German photographic movement of the Neues Sehen – Petschow’s work was selected for the international exhibition Film und Foto (FIFO), which occurred in Stuttgart in 1929 and was organized by the Deutsche Werkbund (German association of architects, designers and industrialists). Influencing generations of artists, FIFO has been considered a crucial exhibition that, for the first time,
Fig. 8 Berliner Illustrirte Zeitung (December 28, 1919): Prize competition Seeing the world from above. What do these 6 images represent? Berlin, Ullstein, 52, 544.
gathered American and European experimental production together. However, not only the field of art was interested in Petschow’s aerial views. A copious amount of his photos illustrated Eugene Diesel’s book *Das Land der Deutschen* (1931), a geographical survey composed of three sections: *Die Naturlandschaft* (the natural landscape), *Die Kulturlandschaft* (the cultural landscape), and *Die Maschinenzeit* (the time of machines). The book became so popular that a new affordable edition appeared in 1933, with a changed introduction supporting the nationalistic idea of German landscape promoted by the rising regime.

Finally, readers were even encouraged (through games) to discern strange objects represented from above. Starting from December 1919, the *BIZ* proposed prize competitions by asking the public: *Die Welt von oben gesehen. Was stellen diese 6 Bilder dar?* (Seeing the world from above. What do these 6 images represent?). A game that nowadays would be pretty easy to solve, it must not have been so obvious in 1919, since the first prize was 300 marks – a substantial sum at the time (Figure 8).

Although the mainstream tendency of the print press during the post WWI Weimar Republic aimed at attenuating the recent traumatic experience of war with a renovated vitality – an editorial line known at *BIZ* as “Lebensfreude” (joy of living) – the previous examples demonstrate that military aerial photography determined new aesthetic models that profoundly influenced German visual culture.

### 3.2 American publishing

The famous American mass circulation magazine *Life* first appeared in 1936 and was launched by Henry R. Luce. It promoted greater accessibility to the news using pictures rather than texts. *Life* borrowed formulas that were already experimented by the pioneering *Berliner Illustrirte Zeitung* (*BIZ*) – such as candid photography and photo essays – and shared with the German periodic the idea of “seeing life in pictures” (Korff 1927). The influence of *BIZ* on *Life* was also due to the work of Kurt Korff, an editor at *BIZ*, who emigrated to the U.S. when Adolf Hitler came to power, and late became advisor to Henry R. Luce’s magazine. However, *Life* was even more sensational than *BIZ* due to its panoramic views, sophisticated layout, and engaging documentaries. Reducing the distinction between political press, commercial press, war reports, and advertisement, the magazine aimed to inform and entertain the public, inevitably being the reflection of a society that increasingly integrated “spectacle” and “modern living” with the “war living.”

When the United States entered WWII in 1941, *Life* started to publish photographic materials officially provided by U.S. Army Air Forces, U.S. Signal Corps, and the U.S. Navy, integrating documentaries by famous photo reporters. Differently from WWI, aerial photographs published in WWII newspapers were not exclusively provided by the military aviation; rather, for the first time, professional photographers hired by *Life* magazine were attached to the U.S. Army Air Forces with the purpose to document specific aerial activities (often in the aftermath of the attacks). After the testing ground of the Great War, photography was generally recognized as a powerful tool of propaganda, necessary to raise the spirit of nationalism in the population, justify the sacrifice of American soldiers, and legitimize U.S. military interventions.

On many pages of the magazine, it was common to find graphic and photographic explanations of the technologies used by the different American military corps during the war and the effects of the enemy’s weapons, as well as photographic surveys documenting battles and their aftermath with repercussions on civilians and the cityscapes.

In the magazine of December 22, 1941, after the Japanese attack on Pearl Harbor, *Life* included stunning illustrations of the globe “as seen from the Moon” to describe salient strategic locations on the new battlefield in the Pacific Ocean. The vastness of this unexpected arena of war led the editorial board...
of *Life* to publish in the same issue a poetic and geographical overview of "the oldest, deepest, and bluest sea," where it "lies half of the world’s water" and "sit great cities whose life depend on the sea." It followed a visual list of American and Asian cities magnificently presented through aerial views.

In order to be updated to the last technological innovation, *Life* dedicated the cover of the February 22, 1943 magazine to "Air Reconnaissance," with a Dmitri Kessel’s picture showing an army air observer. An article in the same issue explored the training of the " Eyes of the Army" at the Brooks Air Force Base in Texas, explaining the principles of photo reconnaissance, and engaging readers through titles like "What is this?" (*Life* 1943: 32), asking the public to interpret military documents (Figure 9).

This entanglement between military experience, commercial photography, and avant-garde visual strategies distinguished American propaganda, in which the publishing techniques started in WWI were strongly enhanced. Edward Steichen, a fine art photographer famous in the American art scene, commanded the Photographic Section of the American Expeditionary Forces in WWI, and became responsible of the Naval Photographic Institute in WWII. In this latter role, he directed the full-color documentary *The Fighting Lady* (1944), filming the life on board of an American aircraft carrier. In the plot, the monotonous routine of the seamen on the ship is interrupted by diverse attack targets (Marcus Island, Kwajalein, and Saipan), in a "climax of battle and destruction." During the scenes of strikes, spectators watch real technicolor footages shot by gun cameras mounted on aircrafts and the narrator reminds them "our eye is now the very eye of the flying airplane." A series of these impressive frames, showing hit Japanese planes that crashed into water, was also reproduced on the magazine *Life* (March 5, 1945: 76–78) in the section "movie of the week," in which the carrier, the Fighting Lady, is described as a heroine. *Life* recognized the spectacular power of these shots, dedicating two entire pages to the colored photographs. The black silhouette of the wounded plane, silvery gasoline vapor, flames of the explosion, and the orange glare are recorded plunging into the blue sea (Figure 10).

Towards the end of the conflicts, however, the content of *Life* partly changed, and destruction and dead bodies substituted spectacular aerial views, strategic maps, and technological analysis. On June 4, 1945, Margaret Bourke-White’s pictures showing the effects of fire-bombing on German towns and cities (Nuremberg, Mainz, Essen, and Jülich) were published with the title "The Battered Face of Germany" (*Life* June 4, 1945: 21–27). Bourke-White took these oblique panoramic photos during a U.S. Air Force combat mission, showing "dunes of rubble" caused by both precise strategic targets and carpet raids (although the controversial bombing of Dresden was not mentioned...
in Life). The U.S. Strategic and Technical Air Forces employed then this material for the analysis of damage. Bourke-White also documented the atrocities of the Nazi regime in Buchenwald in May 1945 issue. Regarding the publication of pictures of war’s death and destruction in Spain, China, and Germany, Life states: “Dead men will have indeed died in vain if live men refuse to look at them.” A few weeks after the atomic bomb drop on Hiroshima and Nagasaki Life reported full page aerial views showing the cities before, during, and after the bombing. In contrast, the magazine only published the total devastation from the perspective of the Japanese civilians in September 1952, when the military censorship ceased (Lee 2011).

The articles published in Life magazine, as well as the ones on BIZ during the WWII, demonstrate that civilians were not only conscious of the evolving technological apparatus used by armies and of possible effects enemy’s weapons could cause on their lives, but they were also constantly (although partially) informed of the warfare on the other sides of the globe. The goal of the illustrated press was to show these distant scenarios, transforming farness into closeness.

During the World Wars, techniques of propaganda and censorship employed specific communication strategies, choosing aerial photography to demonstrate the scientific and technological superiority of the national armed forces and to aestheticize, namely anesthetize, violence. Indeed, military strikes and bombings at the expense of the enemies were mainly portrayed by means of spectacular images visually pleasing, while close-ups of causalities were shown only after rival attacks, in order to condemn the atrocity provoked by the enemy and rise emphatic reaction in the magazine’s readership.

In this period, visual mechanisms used in warfare (analysis of maps, interpretation of photos, aerial images before and after an event) started also to be applied as common tools for reporting news in the commercial press. Moreover, photographs sponsored an ambivalent idea of landscape that, by the end of WWII, could be categorized in the forms of (1) scenarios as sources of national identity, (2) remote and exotic landscapes photographically captured and distributed for the first time (3) sectioned terrains and portions of seas available to be interpreted and analyzed, and (4) cityscapes that lay in ruins. Often these four types of landscape coexisted together at the same time in German and American magazines, sometimes even in the same issue.

4. God’s-eye view and bird’s-eye view

4.1 Frampol

9 September 1939
vertical angle photograph: Frampol (Poland), ca. 4500 m on the ground

He knew that the wide world was full of strange cities and distant lands, that Frampol was actually no bigger than a dot in a small prayer book; but it seemed to him that his little town was the navel of the universe and that his own house stood at the very center. (Singer 1982: 41)

18 September 1939
vertical angle photograph: Frampol (Poland), ca. 1275 m on the ground

One morning, while Abba was wondering among his thoughts, he heard a tremendous crash. The old man shook on his bones: the blast of the Messiah’s trumpet! He dropped the boot he had been working on and ran out in ecstasy! But it was not Elijah the Prophet proclaiming the Messiah. Nazi planes were bombing Frampol. Panic spread through the town. [...] Flocks of birds flapped about in the sky. The forest was burning. Looking down from the hill, Abba saw the orchards under great columns of smoke. The apple trees were blossoming and burning. (Singer 1982: 50)

Frampol is a small town in the southeastern corner of Poland, circa 70 km from Lublin. Just few people know its troubled history.

Some literature aficionados could remember Isaac Bashevis Singer’s brilliant descriptions of the town in some of his short stories. In The Little Shoemakers, for example, he portrays Frampol as an important center of artisans with a significant Jewish community, narrating the series of tragic events that struck the city at the end of the thirties. Besides Singer’s tales, however, most of the visual records of the area before 1939 are lost. One picture still available is a plan of the town dating back to September 9, 1939. In this aerial photograph, Frampol’s unique baroque street layout stands out: three concentric rectangles are organized around a large central square resembling the board of the game Nine Men’s Morris. Today, the grid plan can still be identified in Google Maps’ satellite image, although the eighteenth-century town hall does not stand at the center of the wide, regular marketplace anymore.

Just a week after the snapshot, on September 18, 1939 a new picture, taken from the same point of view, features a completely different scenery. The grid of streets, which constituted the visual focal point of the first photograph, has disappeared. In the new tragic topography, the eye of the viewer cannot anchor to any gridlines because most of the landscape seems to be rubbed out. What looks like an erasure is actually the catastrophic effect of a raid carried out by the Luftwaffe (Figure 11). On September 13, 1939, the German Air Force dropped high explosive bombs and incendiary bombs, destroying ninety percent of the buildings. The human losses were relatively small due to the fact that the population already experienced a first small bombing and was hidden outside the city (Puzio 2009).

4.1 Frampol

9 September 1939
vertical angle photograph: Frampol (Poland), ca. 4500 m on the ground
Both pictures were therefore taken by a German pilot or an automated camera mounted in reconnaissance planes. According to the photo interpreter Harry Hahnewald and the pilot Manfred Otto, Frampol functioned as military experiment, where the effectiveness of new weapons was tested (Freie Welt 1965: 8–15). The aerial view that immediately preceded the violence served to define the precise target, while the second record allowed to measure the consequences inflicted by the Luftwaffe’s attack. The city did not fulfill any military or strategic function: neither railway nor factories were present, and the Polish army, whose specific divisions were retreating in the eastern regions of Poland at that time, did not have any units stationing in Frampol. Therefore, German aviation was not exposed to any antiaircraft fire and could freely test the bombs on the city.

Although the tragic history of a small town such as Frampol was not reported by any newspapers before the 1960s, and – unlike the terror bombing of Guernica (another testing ground of the Luftwaffe) – definitely did not have an international echo, the two aerial photos contribute to problematize the type of gaze developed in the warfare. If Singer’s tale depicts the total destruction at close range, the photographs reverse the perspective, showing the detached viewpoint of a “hunting” eye, product of military reconnaissance. Frampol was firstly detected by the penetrating lens of the camera and then was selected as a target because its aesthetic features induced to visibility. The town’s urban planning, based on organizing axes culminating at a central focal point of the square, made it an evident landmark clearly discernible from the air, a bullseye. According to Ernst Gombrich’s theory in The Sense of Order, a book dealing with psychology of perception in relation to patterns, the break of a monotonous repetition makes an object worthy of attention (Gombrich 1979). Moreover, Frampol’s visible obliteration after the bombing would have proved (as it indeed did) the degree of effectiveness of the Luftwaffe’s weapons. This attraction of the eye to discontinuity – which was the reason why Frampol was noticed – required cities to use camouflage during the warfare. Thus, in the World Wars painters were not hired to document the war (the sense of reality given by photo reporters was much more powerful), but they were recruited to implement camouflage techniques in the landscape.

In a completely different field, the same selective dynamics of sight guided designers and editors of the illustrated magazines to publish a photo instead of another, influencing, and sometimes manipulating, their audience. Probably, even the photos of Frampol – which first appeared in 1965 on Freie Welt, a magazine distributed by Berliner Verlag in East Germany – were published because of their eye-catching features. Although many other bigger cities were bombed in Poland during WWII, the GDR magazine decided to denounce the crimes of the Luftwaffe that occurred in 1939 through this visually attractive aerial material representing a small, remote community. Firstly, the pictures were presented as truthful documents, secondly, but not less significantly, covering more than one page of the magazine, the two photos had a big impact on the readers, who were led to scrutinize differences between the first and the second shot. The Nazis did this scrutinization as well.

The sharpness of reconnaissance aerial photography indicated an omniscient God’s-eye view, a unidirectional gaze that in the visual arts has been
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4.2 Philosophies of Aerial Photography

“Everything is equal in front of the lens” came to be a recurring phrase at the beginning of the twentieth century, and the cruel context of the technological battlefields required the rationality and functionality of lenses able to capture everything without discrimination. In military reconnaissance, the camera was introduced to compensate human visual imperfection, or, to use Gombrich’s theory, this device was developed to counterbalance the human predisposition to be attracted only by certain visual features. Unlike the observer, the camera was able to penetrate spaces previously inaccessible to human perception, as well as having the power to make eternal a fragment of time. This section of time and space could then be enlarged offering unexpected details that the human eye had not previously noticed. In this context, photography started to be an analytical tool, able to provide scientific objectivity and, as shown in the previous sections, it became the primary support for military raids.

The identification of camera and gun has been widely described by intellectuals: Susan Sontag used the expression “War-making and picture-taking are congruent activities” (Sontag 2003: 53), Paul Virilio with the famous term “watching machine” associated “the eye’s function being the function of a weapon” (Virilio 1989: 19). However, it was the controversial German author Ernst Jünger who pioneered this way of thinking when in 1934 wrote:

The photograph stands outside the zone of sensitivity. It has a telescopic quality; one can tell that the event photographed is seen by an insensitive and invulnerable eye. It records the bullet in mid-flight just as easily as it captures a man at the moment an explosion tears him apart. This is our peculiar way of seeing, and photography is nothing other than an instrument of our own peculiar nature. (Jünger 2008: 39)

As claimed by Jünger, photography expresses detachment and cruelty, qualities of the vision that emerged during WWI and that, to a certain extent, continue nowadays. At present, remote controlled aircrafts occupy an ever-growing space in commercial and recreational fields of Western societies, and the expression drone is widely associated with suggestive panoramic photos, which increasingly circulate in the news, on YouTube, in documentaries and movies (Zimmer 2013). In many parts of the world, people access spectacular vistas of remote wild lands through high-resolution displays on mobile phones, TVs, and computers that offer sharp pictures with unprecedented degree of details. In order to produce such images, digital cameras are mounted to UAVs piloted remotely and sold as hobby gadgets for relatively accessible prices.

By contrast, in specific countries, like Syria, Pakistan, Yemen, and Afghanistan, the term drone assumes a radically different connotation. After 9/11, the use of UAVs for surveillance and targeted killing dramatically escalated as a consequence of the global war on terror. When a mission is too “dull, dirty and dangerous” for humans (Tice 1991: 53), digital camera’s sensor replaces the eye of the pilot by recording inaccessible areas from above. While surveilling at video screens from a control station, the operator can drop missiles able to incinerate bodies outright. The investigative journalist David Rohde, kidnapped by members of the Taliban in November 2008, describes the experience of being threatened by American drone strikes during his captivity: “The drones were terrifying. From the ground, it is impossible to determine who or what they are tracking as they circle overhead. The buzz of a distant propeller is a constant reminder of imminent death. Drones fire missiles that travel faster than the speed of sound. A drone’s victim never hears the missile that kills him” (Rohde 2012). While the victim does not realize he/she is being targeted, the sensor operator is aiming the laser marker of a missile, which can only be spotted by specific troops’ vision goggles. This beam, which Marines call the “Light of God,” announces that whoever or whatever it is focused on is about to be destroyed (Fast 2011).

The constant mediation of the camera, whose lens functioned as a shield between the observer and his/her surroundings, generated a cold gaze that changed the ability to experience pain. Because of the entanglement between photography and military applications, modern perception itself has been assimilated in the form of warfare observation. This kind of detachment not only can be perfectly applied to the war at distance, such as combatted by drones, but it has become the general way in which reality is perceived.
Today, important events are engulfed by photographic lenses and microphones and lit up by bursts of flashing cameras. Often the event itself is completely subordinate to its "broadcast"; it thereby turns to a great degree into an object. We have grown accustomed to political trials, parliamentary meetings, and contests whose real purpose is to be the object of international broadcast. The event is bound neither to a particular space nor to a particular time, because it can be shown anywhere and as often as one likes. These are the signs of an immense detachment [...]. (Jünger 2008: 40)

Photography’s status as a mass medium of visual communication at the beginning of the twentieth century has turned into a real ubiquity of photography with the introduction of digital technology. The democratic nature of photography and its popularity as a medium – attributable to versatility, automatism, and realism – originated anxieties about the rampant photo-inflation. If the photographic impact undeniably enhanced the field of human vision, changing perspective on space and time – through high level of magnification, wide angle, bird’s-eye view, fish-eye sight, cosmic vista – the overwhelming production of pictures also created anaesthetization instead of emphatic proximity.

Nowadays, the revaluation of photography as essential tool in the contemporary discourse surrounding the climate change (Zylinska 2017) has posed the question: does photography represent a form of control, mechanization, and standardization of vision or it could generate a more inclusive and less anthropocentric view on the world? In other words, could photography lead to forms of attachment to, instead of detachment from reality?

Vertical aerial photographs capture the abstract flat land without borders revealing vivid images composed by patterns, which resemble the geometric and natural motives utilized by the so-called applied arts. Pilots have often described the Earth’s surface seen at a glance giving a powerful spatiality that reveals vivid images composed by patterns, which resemble the geometric and natural motives utilized by the so-called applied arts. Pilots have often described the Earth’s surface seen at a glance giving a powerful spatiality that reveals unexpected traces on the land.

Aerial survey has also been considered the most suitable mean to capture large-scale geographical events, offering a holistic approach to landscape interpretation. In the 1930s, for instance, the environmental disaster of the Dust Bowl has been amply photographed from the air both by the Fairchild Aerial Surveys Corporation and by Margaret Bourke-White, who took iconic oblique aerial photos of the Great Plain. In the 1950s, the aerial photographer William Garnett documented the emerging suburb of Lakewood in Los Angeles, the so called "instant city" in which 17,500 homes were erected within three years. Later, Garnett’s pictures were adopted by the American environmental movement to criticize a sterile type of urbanization that destroyed nature. Therefore, bird’s-eye views were employed to document unexpected morphologic transformations of the landscape caused by the increasing number and scale of human interventions, such as exploitation of natural resources, urban planning, industrial development, and use of biological and nuclear weapons. The optical and mechanical precision of new cameras portrayed the topography of landscapes dominated by rigid and artificial geometries that have replaced the wilderness areas. Today, aerial photography is regularly used as a scientific tool, for example to measure the decreasing size of glaciers (Doyle 2009). Photographs from drones are often intended to raise public awareness on the impact of human intervention on the Earth (e.g. Tom Hegen’s photos in the 2018 book Habitat).

The dominant character of current scholarship aims at driving the cold, hunting, distanced and penetrating gaze to an ecological eye (Patrizio 2019).

The historical moment that has matured a new and revolutionary point of view towards the environment (i.e. this ecological eye) is represented by the famous photo known as Earthrise (1968). It was the first time that human beings admired an external perspective of their birthplace; until mid-1960s nobody knew what color the planet was. Later on, the Earth colors became even more worldwide celebrated through the snapshot The Blue Marble (1972). In the context of the Cold War, when superpowers started the space race, the American space mission Apollo 8 (1968) aimed to identify lunar landing sites by means of high-resolution photography. Among other tasks, the astronauts could use both handheld cameras and automatic devices to analyze the lunar surface. In a primarily scientific and technical space program the type of pictures such as the Earthrise were categorized as “low-priority target of opportunity” (Cosgrove 1994: 274). However, the registration of the dialog between the astronauts (William Anders, Frank Borman, and Jim Lovell) while taking the snapshot demonstrate the astonishment for the scene appearing in front of them (NASA 2013):

Anders: Oh my God! Look at that picture over there! There’s the Earth coming up. Wow, is that pretty! Borman: Hey, don’t take that, it’s not scheduled. (joking) Anders: (laughs) You got a color film, Jim? Hand me a roll of color, quick [...] Lovell: Oh man, that’s great!
The Earthrise did not function as a “work photography”, to use the expression Colonel Stanley applied to imaging in the military context, especially because it did not have any particular practical value for the mission. Nevertheless, it contributed to re-imagine the position of humankind in the world. From the most remote place human capacity could reach (in a disciplined and regulated environment not so different from a military one), the emotional state astronauts experienced was not of a mastering God’s eye view; it seemed to be instead the excitement of the dream coming true: a bird’s-eye view become cosmic. It was an emotive feeling in front of a sublime tiny blue dot placed in the depths of the infinite darkness.

5. Conclusion

The entanglement of aerial photography and warfare, entrenched during the World Wars, has widely influenced people’s ways to perceive the landscape. From a technological point of view, the need of photoreconnaissance for intelligence and mapping boosted the combination of photography and flight, enhancing the production of light devices, specific optics, and photogrammetric analysis. The concept of visibility-invisibility became fundamental in WWII, and new camouflage techniques were developed in order to avoid interception by the powerful eye of the camera.

In societies, like Germany and the U.S., where visual communication already played a significant role, the commercial press employed a high amount of spectacular aerial photographs, showing military technological innovations that symbolized national superiority. The aestheticization offered by the distant view simultaneously allowed the anesthetization of violence. Aerial photography was recognized as an efficient tool to propagandize the conflict because it embodied these two properties.

Moreover, the German magazine BIZ and the American Life – two famous illustrated periodicals that shared the idea of “seeing life in pictures” publishing mainly lifestyle news – started to adopt new military visual techniques (e.g. aerial maps, visual surveys, and photo interpretations) as persistent communication strategy to illustrate the most diverse topics during and after the war.

Thus, aerial militarized visualities influenced every layer of the society, transforming people’s way of observing and interpreting territories, meanwhile creating new aesthetic canons in representing the landscape. The population underwent a training of the eye, which was intended to define an ambiguous, enhanced, and multifaced idea of landscape. By the end of WWII, the category of landscape included (1) scenarios as sources of national identity, (2) remote and exotic landscapes photographically distributed for the first time (3) sectioned lands or portions of seas available to be interpreted and analyzed, and (4) cityscapes that lay in ruins.

Evolving in the military context, the peculiarity of aerial photography is necessarily embroiled with the idea of cold, hunting, distanced and simultaneously penetrating gaze; a mastering God’s-eye view, which implies a way of controlling and dominating space, that geographers, cultural theorists, and art historians have amply described (Adey 2013; Bryson 1983; Cosgrove 1994; Delta Dora 2013; Jay 1993). This connotation cannot be overlooked in a reflection on the essence of aerial photography, even when, in the contemporary discourse surrounding the climate change, automatized sophisticated technologies give the impression society has entered an era of “nonhuman vision” that is able to go beyond the detachment of human kind from its habitat.

However, as a technology developed to potentiate the field of vision, and to make visible the invisible, aerial photography generates a strong feeling of wonder: an extreme surprise that does not necessarily implicate superiority (God’s-eye view), but simply provokes an unexpected emotion in front of an unforeseen scene (bird’s-eye view).

This ambivalence, which constitutes the photographic act, metaphorically represents the condition of the humankind: hanging in the balance between seeing as a synonym for knowledge-power and feeling as a metaphor for knowledge-closeness.
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ABSTRACT
The Tokaj wine region has been declared as a historical landscape by the decree of the National Ministry of Human Capacities in 2012. The historical landscape is defined in the Act LXIV of 2001 on the Protection of Cultural Heritage as an area under the preservation of Historical Monuments. The Tokaj Wine Region is the only legally recognized historical landscape in Hungary. This protection aims to preserve the historical built and natural environment as well as the traditional land use methods. The historical landscape, in the case of Tokaj, is a legal tool to increase the heritage protection level of the wine region. Nevertheless, no further details have yet been communicated on the preservation method. In this matter, protection remains on the level of discourse which puts emphasis on the expected perspectives in territorial planning and development. It may create a narrative that might potentially transform the territory. The region of our case study has been inscribed as a cultural landscape on the UNESCO World Heritage List and was added to the World Heritage List in 2002. Besides, the national government recognized the region as a territory of priority development in 2014 and a territory of priority touristic development in 2017. The area in question is marked by the stark contrast between social inequality and the image of the prestigious wine sector. In this paper, after providing a discussion of the institutional background of the adoption of the historical landscape in Hungary, I describe the different protection tools from the perspective of heritage conservation in order to reflect on the conception of the historical landscape: how was the region recognized as a historical landscape, and what was the purpose of this recognition? The main aim of the paper is to analyse the institutional process that led to the integration of a new object of protection in Hungary, called historical landscape.
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1. Introduction

This paper has a double objective. First, it defines the challenges of the preservation of a spatial area from the perspective of heritage conservation through the notion of the historical landscape. Second, it analyses how legal tools (decree, law, regulation, etc.) on a national level, in this case Hungarian ones, relate to international conventions (Convention for the Protection of the Architectural Heritage of Europe, European Landscape Convention, Convention Concerning the Protection of the World Cultural and Natural Heritage). Instead of comparing the conceptions of heritage and landscape according to the Conventions, in particular the European Landscape Convention and the World Heritage Convention, we will study how both Conventions, notably the European one, influenced the national institution to adapt the notion of the landscape in territorial planning and heritage conservation in the case of Tokaj wine region, recognized as a World Heritage site on the 26th session of the World Heritage Committee of UNESCO in Budapest in 2002. It should be noted that the landscape is not only conceived as a heritage in the World Heritage Convention, but also recognized as an element of the European heritage in the European Landscape Convention (Margarito 2019). That being said, neither of these Conventions mention the notion of historical landscape, whereas the National Office of Cultural Heritage in Hungary adopted in 2005 the notion to manage challenges of the preservation of a spatial area.

The Tokaj wine region provides an excellent case study to demonstrate the complexity of protecting a large area by illustrating interactions between actors on the national, international and local levels with diverse objectives: create a legal framework for the Hungarian World Heritage properties, introduce landscape in the heritage conservation, integrate the prescriptions of international conventions in a national legal framework, respond to the local demand on heritage protection. The events in 2008 around a project to construct a straw burning power plant in the Tokaj wine region led the local civil society (winemakers, mayors, administrators ...) to protest against the project and to claim for a national legal framework for the World Heritage site. The events accelerated the decision-making process on a national level leading to the introduction of the Act on World Heritage in 2011 and the decree designating the Tokaj wine region as a historical landscape in 2012. The unfolding of the events brings us to the question of the role of heritage conservation in relation to the World Heritage site of Tokaj. Thus, the study incorporates the follow-up on the interviews with the decision makers about the protection of the World Heritage site.

Tokaj wine region is the only legally recognized historical landscape in Hungary. This is the first time that a large area (88,134 ha) is recognized by the legislation for not only its natural significance but also cultural value. Nevertheless, no decree as to the implementation of the requirements of such legislation has yet been adopted. In consequence, no regulations or principles related to precise the modalities of the protection yet exist. For that matter, it would be a significant contribution to specify what an adequate protection framework might be. Following the description of the analytical framework of this study, I provide an account of the institutional processes of the introduction of the decree on the historical landscape by mentioning the reasons for the adoption of this new object of protection, and I contextualize the Tokaj wine region by describing the existing legislative protection tools. Finally, I conclude by studying the response and interpretation of local territorial planning actors in the wine region of the historical landscape.

2. Material and methods

This study is an attempt – within the boundaries of cultural heritage studies – to survey the institutional process of the introduction and adoption of the historical landscape in Hungary through the example of the Tokaj wine region, UNESCO World Heritage site. The idea of historical landscape determines the theoretical framework of the article. I use the notion of the historical landscape to understand the discourse of local actors in relation to the protection of the World Heritage site and discuss the local conception linked to it. Firstly, I concentrate on the analytical framework characterized by many extra European conceptions where the notion of the historical landscape is identified as a legislative conservation tool in heritage management. Secondly, the article also discusses how the ratification of the European Landscape Convention of Hungary influenced the cultural heritage policy on a national level by introducing the idea of sustainability in heritage conservation and by expanding the protected object to a large area defined as landscape.

To do so, first, I analyse the legislative framework of the cultural heritage protection on a national level: the Act on the protection of cultural heritage, the Act on World Heritage, the decree on the historical landscape and meeting reports on the elaboration of the decree. Second, we will analyze the configuration of the actors participating in the elaboration of the decree on historical landscape by studying which institution initiated the decree and who carried out the process. In this phase of the research, I conducted 4 semi-structured interviews (two actors from the national level and two actors from the Tokaj wine region) to specify the initial conception and motivations for the adoption of the decree. My experience as a site manager of the World Heritage site of the Tokaj Wine Region Historic Cultural Landscape for eighteen months from March 2016 allowed me to participate in several assemblies charged with the protection of the World Heritage site. Curiously few of them
approached the question of the regulations on the historical landscape. Concerning the World Heritage site, I study the Management Plan elaborated in 2016 to understand how the Plan apprehends the historical landscape. Other sources of this paper include the national and local media publications in line with the decree of the historical landscape to become analyse the narrative constructed on a national and local level by decision makers and experts on cultural heritage as to the decree.

3. Theoretical background

The reconstruction of the historical landscape became the main subject of the historical geography since 1890 (Timar 2006). The major theoretical approaches were proposed by such German geographers as Alfred Hettner, J. F. Unsteadis, Konrad Kretschmer, Shaffer, and Ruppert. Their studies were based on the analyses of different horizontal stratifications of landscape in different epochs. In addition to the historical reconstruction of the natural landscape, the spatial dimensions of the built environment (urban landscape) and society were also examined (Timar 2006). French geographers, for their part, played an important role in the institutionalization of historical geography in 1930, notably, the founders of the Annales school: Lucien Febvre and Marc Bloch. They emphasized the link between history and geography. The influence of French historical geography, after World War II, despite its former European leadership, gradually decreased. French academic researchers began to turn to economic geography, human geography or regional geography. However, it would be hard to overlook Roger Dion’s lecture in 1948 at Collège de France who became a historical geography professor in the Collège. Dion highlights the role of archeology in historical geography. He specifies that historical geography of France should be, along with archeology in the most general sense of the word, a research for reasons that determined the formation of human settlements (Dion 1990: 29). In 1988, Xavier de Planhol and Paul Claval published the work titled Géographie historique de la France. The two authors maintained the closest connections with the Cambridge School of Historical Geography (Timar 2006). The aim of the work is to specify the establishment of the settlements on the French territory and to recall how it was successively divided and articulated through time (Claval 1992). Indeed, the ideas propounded by the Cambridge School of Historical Geography was represented in almost every major university by the 1970s (Timar 2006). In Great Britain, historical geography represented a discipline all apart. Moreover, other disciplines such as archeology, sociology, migration studies completed the conception of historical geography by authors such as Pooley, Meinig, Lawton etc. (Timar 2006).

In the case of Hungary, researches in historical geography were influenced by English and German works since the 1980s (Timar 2006). The Department of Nyírség under the supervision of the Hungarian Society of Geography founded in 1975 by Sandor Frisnyak, one of the pioneers of historical geography who also studied the Tokaj wine region. Considerable research had been carried out on the region about the history of settlements, land use, viticulture etc. In other words, it can be noted that Tokaj wine region, our case study, is not only relevant in the case of heritage conservation and territorial planning, but has already been the subject of several studies in the discipline of historical geography.

The historical landscape classification was adopted in the heritage management and in territorial (and urban) planning. The notion entered the vocabulary of the conservation managers in the cultural heritage and territorial planning field in 1970s. The first symposium entitled International Symposium on the Conservation and Restoration of Gardens of Historical Interest tackled the question of the landscape in a historical perspective, but beyond the conservation of monuments, it also took consideration the sites, gardens districts, parks, and rural landscapes into account. The symposium was organised by the International Council on Monuments and Sites (ICOMOS) and the International Federation of Landscape Architects (IFLA), and took place in Fontainebleau. The landscape became a new object of conservation as part of the heritage on an international level. That is to say, although it was not until recently that the notion of cultural and historical landscape as a record of the past of the society has caught on among landscape architects, territorial planners and conservation managers (Buggey 1992; Birnbaum 1995), it has already been a subject and object of research in human geography (Sauer 1925; Claval 1974). From 1920, initiatives emerged to define the origin, evolution, and the physical characteristics of cultural and historical landscape, principally in the United States and in the United Kingdom. The increasing number of preservation perspectives of historical landscape in the United States and in Great Britain between 1920 and 1990 is well described in William H. Tishler’s article. The author has strived to emphasize how the national management tools integrated the international framework by giving a supranational character to the historical landscape. Two opposing dynamics can be identified in the article. One that emerged in the United Kingdom proposing a theory that landscape changes over time (Darby 1973), and the other coming from the United States, in particular from the Berkeley University, representing the approach where a special emphasis is given to cultural features rather than to change (Sauer 1925).

In 1999, Operational Guidelines have been elaborated by the Alliance for Historic Landscape Preservation, and the California Department of Transportation
Based in a document prepared by the National Park Service in the USA. The Alliance was founded in 1978 and it assembled researchers and managers in North America in order to exchange ideas about the methods to analyze the landscape. The aim of the Operational Guidelines is to encourage managers to implement the requirements in Section 106 of the National Historic Preservation Act 1966 to inscribe national heritage in the National Register of Historical Places. The conception of the historical landscape introduced in the Guidelines presented methodology to organize data by highlighting the continuity of the history of landscapes transformed by human activity. According to the Guidelines, the notion of the historical landscape is defined as “a geographical area which has undergone past modification by human design or use in an identifiable pattern, or is the relatively unaltered site of a significant event, or is a natural landscape with important traditional cultural values” (General Guidelines For Identifying And Evaluating Historical Landscapes, California Department of Transportation 1999: 5). According to the definition of Charles A. Birnbaum the “historical landscapes include residential gardens, community parks, highways, rural communities, cemeteries, battlefields and zoological gardens and institutional grounds. They are composed of a number of characters defining features which individually or collectively contribute to the landscape’s physical appearance as they have evolved over time” (Birnbaum 1995: 1). However, the term of historical landscape is not reduced to the definition strictly used in the National Register. It designates all the cultural landscapes likely to be present on the register. Beyond the legal and planning documents, numerous journals (e.g., Historic Preservation, Landscape Architect Canada, Landscape Architecture, The Association for Preservation Technology International) treated the notion of historical landscape.

Since the 1990s, archeology and ecology in the United Kingdom began to develop methods with the intention of understanding social history from the study of landscapes. Just to mention one, The International Association for Landscape Ecology organized a conference in Stockholm in 2001. The conference tackled the notion of historical landscape from the perspective of heritage: Can historical landscapes be defined by specific criteria? Is it possible to determine a typology of historical landscapes? If so, would it be possible to use the typology across regional and national boundaries? The article published in the collection of the conference by Graham Fairclough who offers to approach the analyses of the landscape by the question of time depth. The landscape perceived as a set of changes allowing understanding of the development of society and its relation to the past. Like history, archeology has, in its turn, also taken interest in the study of the object of the landscape. It is on this logic that the National Historic Landscape Character Program (HLC), framed by English Heritage, was founded in partnership with the local government archeology services. This program aims to understand today’s landscape by adopting an interdisciplinary approach, encompassing from human sciences to engineering (Fairclough 2008: 302). The purpose of this method is to contribute to heritage management by bringing the issue of change to the heart of the debate. This program promotes the participation of various territorial actors in the decision-making process concerning the territorial planning and the safeguarding of cultural heritage (Fairclough 2008: 303).

While the operational use of the concept of historical landscape has come from archaeologists in Great Britain and from landscape architects and geographers in the United States, the question of preservation and change remains to be debated on both sides. The use of the historical landscape in the field of cultural heritage preservation and spatial planning seems to be a technical, legal and administrative tool to describe cultural, economic and social phenomena (Sonkoly 2017: 15).

I would highlight the article written by Hans Renes, a geographer at the University of Utrecht, entitled “Historic Landscapes Without History? A Reconsideration of the Concept of Traditional Landscapes”. The author studies history in landscape analysis and criticizes the common theory, that we have distinguished as dynamic landscape after 1990, but before the landscape was considered as stable. The author blames, in the first place, the approach that before the 1900s the landscape development was slow and gradual; and in the second place, that the development in marginalized areas was even more gradual. Finally, since the 19th century, the landscapes have transformed. This statement reinforces the debate between development and preservation in landscape planning rather than highlighting the management of change. According to Renes, the history of landscape demonstrates the complexity of landscapes that we must take into account in the spatial planning and management of cultural heritage by focusing on change.

4. The institutional background of the historical landscape in Hungary

It is worth considering the institutional background of heritage conservation in Hungary since 1990 when the first reflections on the notion of the historical landscape in relation to the conservation of Historical Monuments emerged. In 1992, the National Office for the Protection of Historical Monuments (Országos Műemlékvédelmi Hivatal) was established. The activities of the Office were defined by the decree of the minister in charge of the territorial planning and environmental protection. Historical Monument gained importance in the area of territorial planning by the publication of the Act LIV of 1997 on historical
monument protection (Fekete 2005). Although a major change came in 2001 when the Office of Cultural Heritage (Kulturális Örökségvédelmi Hivatal) was founded. We can note that a modification has been made in the title of the institution: monument has been replaced by the notion of cultural heritage. This modification marked a wider conception of protected elements, and in consequence, an institutional change. Thus, historical monuments became part of cultural heritage. The Office of Cultural Heritage was functioning until 2012, when the Gyula Forster National Heritage and Asset Management Centre (Forster Gyula Nemzeti Örökségvédelmi és Vagyonazdálkodási Központ) inherited the services of the Office. The National Center stopped its activity in 2016. The services of the National Center were inherited by three other institutions: the Prime Minister’s Office, the Hungarian Academy of Arts and the Budavári Property development and Operator Ltd. Since March 2019, as the Deputy State Secretary for the protection of cultural heritage has been defunct, the service in charge of the protection of historical monuments is the Deputy State Secretary for Architecture and Public Construction (Építészetit és Építésügyi Helyettes Államtitkárság) within the Prime Minister’s Office. The administration in charge of the protection of monuments went through several institutional and conceptual changes. The institutionalization of the notion of cultural heritage expanded the object of protection. The question of the protection of a spatial area became increasingly imperative. Meanwhile, on the international level, in the World Heritage inscription process, the cultural landscape category became official in 1992, and the European Landscape Convention was adopted in 2000.

The notion of the historical landscape first appeared in 2005 in the Act LXIV of 2001 on the Protection of Cultural Heritage, as a specific object of Historical Monuments. The association of these two terms (historical monument and historical landscape) has been previously discussed in Hungary in the framework of a conference entitled “Historical Landscape, Cultural Landscape and Protection of Historical Monuments” in June 1993. The conference was organised by the National Office of Cultural Heritage. In January 2008, an international conference on the topic of “Implementing the European Landscape Convention: implications and opportunities” was organised by the National Office of Cultural Heritage. At the conference the presentation of Graham Fairclough focused on the subject of the National Historic Landscape Character Program (HLC) named above. He underlines how archaeology adopted landscape. While the idea of the landscape defined in the European Landscape Convention put an emphasis on human perception of an area “whose character is the result of the action and interaction of natural and/or human factors” and recognized its multi-period character contrary to the conception of the archaeology on landscape where rather specific aspects (particular period or activity, settlements) are studied (Fairclough 2006). The historical landscape in the Act LXIV of 2001 on the Protection of Cultural Heritage is conceived as a well-defined topographical area, associating the notion of the historical landscape with the concept of Historical Monuments, emphasizing the historical evolution of the landscape. The historical landscape becomes a legislative tool to protect a spatial area.

The modification of the Act LXIV of 2001 on the Protection of Cultural Heritage in 2005 recalled the task to elaborate specifications and regulations concerning historical landscapes in Hungary as an area under the protection of Historical Monument. The modification of the Act, firstly, carried the concept of sustainability, beyond the concept of protection, and secondly, it introduced the notion of the landscape to the protection and management of the natural and cultural heritage. Finally, the modified Act obliged updating the regulations concerning the protection of Historical Monuments in order to adapt a sustainable vision in the protection and management of cultural heritage. The proposition for the integration of the historical landscape in the Act LXIV of 2001 on the Protection of Cultural Heritage was carried out by the National Office of Cultural Heritage. The idea came directly from an architect who was familiar with the international dynamics in the heritage conservation, having participated in several meetings on the elaboration of the European Landscape Convention as a member of International Council of Monuments and Sites in Hungary since 1983 and vice-president between 2005 and 2008.

In April 2005 Hungary ratified the European Landscape Convention. The European Landscape Convention is presented in English and in Hungarian versions in the Act. Thus, a national legislative scheme had been created for the Convention. The entering into force of the Act on the 1 February 2008 accelerated the reflection on the historical landscape by the National Office of Cultural Heritage. In consequence, a priority task has emerged: to specify the definition and the implementation of the protection of the historical landscape.

The modification of the Act LXIV of 2001 on the Protection of Cultural Heritage in 2005 recalled the task to elaborate specifications and regulations concerning historical landscapes in Hungary as an area under the protection of Historical Monument. The modification of the Act, firstly, carried the concept of sustainability, beyond the concept of protection, and secondly, it introduced the notion of the landscape to the protection and management of the natural and cultural heritage. Finally, the modified Act obliged updating the regulations concerning the protection of Historical Monuments in order to adapt a sustainable vision in the protection and management of cultural heritage. The proposition for the integration of the historical landscape in the Act LXIV of 2001 on the Protection of Cultural Heritage was carried out by the National Office of Cultural Heritage. The idea came directly from an architect who was familiar with the international dynamics in the heritage conservation, having participated in several meetings on the elaboration of the European Landscape Convention as a member of International Council of Monuments and Sites in Hungary since 1983 and vice-president between 2005 and 2008.
While the historical landscape figured in the Act LXIV of 2001 on the Protection of Cultural Heritage since 2005, it was not applied. The intense debates concerning the World Heritage site of Tokaj wine region in 2008, particularly about the absence of the Management Plan’s legal status of the World Heritage site elaborated in 2003, led the National Office of Cultural Heritage to apply the historical landscape protection on the wine region. The States Parties and the local authorities should elaborate a management plan or other documented management system to ensure that the criteria decisive for the inscription such as the definition of the Outstanding Universal Value including the conditions of integrity and/or authenticity are sustained. The management plan must describe how the Outstanding Universal Value is maintained. Indeed, in 2003 a Management Plan has been elaborated, but it had no legal status. The debates in the wine region were raised because of a project which aimed to construct a straw burning power plant in Szerencs on the buffer zone of the World Heritage site, on which I develop below. We can observe, that the notion of historical landscape as a national protection tool had been directly associated with the World Heritage site of Tokaj, recognized as a cultural landscape.

5. Tokaj wine region: the contextualization of the object of conservation

Tokaj wine region is situated in the north-eastern part of Hungary. The region covers 27 settlements including 5 towns reaching a population of approximately 75,000 inhabitants. The surface area of the region is 88,124 ha including 5,800 ha of vineyards. The vineyards are situated on the volcanic slopes of the south-eastern part of the Zemplén mountain along the rivers of Tisza and Bodrog. The topographic, environmental and climatic combination creates a favorable microclimate for the wine production. This microclimate is characterized by hot and dry summers, cold winters and autumns particularly long and hot allowing the development of the “pourriture noble” (Botrytis cinerea), benefits for the production of the sweet wine called Aszú. The Botrytis cinerea is a fungus which affects the wine grapes by creating two different kinds of infections on grapes. The first, grey rot, is the result of a long wet or humid conditions. The second, noble rot, is the result of drier conditions following wetter ones. It can produce, as a result sweet wines, such as the aszú of Tokaj. The legal delimitation of the wine region goes back to 1737 when Emperor Charles VI by a royal decree protected the wine region. The Aszú wine reached an international recognition in the beginning of the 16th century when the wine was consumed in the French, English and Russian royal courts. During the Soviet period farmlands were collectivized in favor of intensive agriculture. The wine became the monopole of the State. In 1990, the state firm “Borkombinát” was demolished and several foreign investments (to mention some of them: Axa Millésimes, Vega Sicilia, GAN, GMF) moved in the region. The new firms contributed on the one hand to the refurbishment of historical domains and on the other hand to the introduction of new technology.

The inscription of the Tokaj Wine Region Historic Cultural Landscape on the World Heritage List

![Fig. 1 Natural protected area in the Tokaj wine region. Source: Megalapozó dokumentáció I kötet. (2014) modified by Krisztina Albert.](image-url)
follows the last dynamics of the spatial reorganization since the democratic transition. The wine region was inscribed on the basis of outstanding universal value criteria (iii): the Tokaj wine region represents a distinct viticultural tradition that has existed for at least a thousand years and which has survived intact up to the present; and (v): the entire landscape of the Tokaj wine region, including both vineyards and long established settlements, vividly illustrates the specialized form of traditional land use that it represents.

It is considered to synthesize the laws impacting the landscape and heritage conservation:

1) Act LIII of 1996 on the protection of the environment;
2) Act XXI of 1996 on territorial planning and development;
3) Act CXXI of 1997 on the viticulture and wine commercialization;
4) Act XXVI of 2003 on the elaboration of a national territorial plan,

1) The law on the protection of environment precisely the conditions of the management of the natural areas. 6827 ha of the region is under this protection, divided into 2 areas and 6 zones managed by the National Parc of Aggtelek. One part of the protected area belongs to the Natura 2000 network and it is part of the Ramsar Convention.

2–3) The law on the territorial planning and development specifies the organization and the regulation of the territory on the local and national level. This law orders the elaboration of a National Territorial Plan. The definition and the structure of this Plan are detailed in the Act XXVI of 2003. In addition to the Plan, the law on the territorial planning mentions the specificities of the World Heritage sites.

4) The law on the viticulture and commercialization regulates the planting, cultivation, cutting out vineyards, the production and commercialization of wine products, the system of their registration, and the administrative tasks related to viticulture and wine production.

6. The straw burning power plant at the heart of the local conflict

Alongside of the tasks since 2005 concerning the Act LXIV of 2001 on the Protection of Cultural Heritage, the following event accelerated the process of the designation of a historical landscape in Hungary. In Tokaj wine region, the heart of the conflict was indeed a project to construct a 49.9 MW straw burning power plant on the south of the World Heritage site in the buffer zone, on the outskirts of the town of Szerencs, on a 6.5 ha large area. On the 3 December 2008, 9 villages within two towns were threatened to be excluded from the World Heritage site: Abaújszántó, Erdőhorvát, Golop, Legyesbénye, Szerencs are situated in the buffer zone and Bodrogkisfalud, Mezőzombor, Szegi and Tallya situated on the property. An authorisation has been given by the Environmental Agency of the Region of Northern Hungary to construct the power plant. The project was later cancelled, because of the legal framework of the Regional Territorial Plan. The plan forbids the construction of heavy industrial equipment on the World Heritage site (Briffaut, Brochot 2010: 156). The cancellation of this project is due to several reasons. The principal building of the proposed straw burning power plant was 34 m high which has been judged oversized. Moreover, the proposed technology was inappropriate in the given environmental context where the type of the agriculture to operate the power plant did not exist.

The investors foresee to bring the straw from the plain known as Alföld. The plain is situated around 100 km away from the Tokaj wine region. In addition to the long distance, the produced fuel would have been transported with trucks, giving rise to an increased traffic, with an additional 20 000 vehicle per year (100 trucks per working day). Several associations such as Tokaj Renaissance or Association for the World Heritage pointed out their fear concerning the production of the wine which needs a specific microclimate for the botrytisation of the grapes. Thus, the quality of the wine would deteriorate. (Briffaut, Brochot 2010: 156)

Despite the prevention of the environmental impact and the wine production, 9 settlements requested to quit the World Heritage site due to the high regulation required, the basis of their discontent. Some of the mayors placed their hopes in the construction of the straw burning power plant because of its economic potential. The industry in the region had seen a significant activity until the communist period. The mayors projected the start of the reindustrialisation process which could produce job opportunities to locals, in an area where the unemployment rate is one of the highest in Hungary (KSH 2006). After the events, the Hungarian National Commission for UNESCO reached out to the World Heritage Center. Consequently, a Complex Impact Assessment has been elaborated in December 2008 on the cultural heritage and landscape. The document was prepared by a bureau working in the environmental field. Eventually, the project was completely abandoned.

7. Towards a spatial protection of the Tokaj wine region

However, the debates are not limited to the question of the project of the straw-burning power plant, but
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It stretches out other tensions already existing in the region. For example, the increase of the truck circulation from/to Romania and Bulgaria since their accession to the European Union, or a project of a central hydraulic in the valley of Aranyos, or another project of a coal-burning thermic power plant in Slovakia only 17 km away from the World Heritage site, and last but not the least, the dispute concerning the designation of the origin of Tokaj wines in Slovakia (Soós 2009). It is also worth mentioning the debates concerning the Natura 2000 zone, and the influence of mines, quarries and other mineral exploitation industries. There are 21 mines and quarries in operation in the region on the World Heritage site. Although, they are not officially taking part within the World Heritage site, paradoxically a few of them are in the heart of the property. There are about a thousand people who are employed in the industry (Megalapozo dokumentáció Tokaj-Hegyalja Történelmi Borvidék Kulturtáj Világörökségi helyszín 2014: 132). The mines contribute to the economy of the region, but at the same time, they have a considerable impact on the landscape. In parallel with the mines, the Natura 2000 zone is also a source of conflict between winegrowers and the National Park of Aggtelek concerning the protection of the environment and the potential winegrowing development. These areas are often considered as the best terroir.

Fig. 2 The boundaries of the World Heritage site of the Tokaj Wine Region Historic Cultural Landscape.
The question of the boundaries of the World Heritage property and its buffer zone are also worth mentioning. According to the Operational Guidelines for the Implementation of the World Heritage Convention, it is necessary for the protection of the site to identify a core and buffer zone in order to safeguard the criteria decisive for the inscription such as the definition of the Outstanding Universal Value including the conditions of integrity and/or authenticity. The core zone represents the property. The buffer zone is defined as the area around the property to ensure the protection of the site. The boundaries of the site follow the official border of the Tokaj wine region as per the Act CXXI of 1997 on the viticulture and wine commercialization assigning an official and protected designation of origin label to production of Tokaj wines. Following this logic, 9 settlements (Tokaj, Tarcal, Mezööstöm, Bodrogkereszttár, Tállya, Mad, Ratka, Szegi, Bodrogkisfalud) and 6 caves (Ungvari in Satoraljaujhely, Rakoczi in Sárospatak, Gombos-hegyi and Koporosi in Hercegkut, Oremus and the ones in the Museum in Tolcsva) have been indicated as being part of the core zone. This division of the wine region into two parts set up a system of prioritisation of the region. The definition of the boundaries contributes to symbolic, administrative and financial debates between the municipalities and the central services embodied in the figure of Budapest. The division also changed the vision of the territory, especially of the mayors, by calculating and associating funds to the two different zones since the public call of subsidies such as GINOP 7.1.6.-16 Development of World Heritage sites, depends on the location in relation to the World Heritage property. In Hungary, like in many other countries, competition exists between territories in order to obtain a financial investments from national and/or European funds.

As demonstrated in the work of Briffaud and Brochot, a certain local interest emerged with regard to the heritage conservation and regulation on a larger scale. The debates formed a new category of local actors whose objective was, in particular, to defend local heritage. The different conflicts showed in the first place the weakness of the Management Plan of the World Heritage Site elaborated in 2003. The plan did not have any legal function. In the second place, the existing protection was judged by the local civil society and several municipalities as legally insufficient to cover the Tokaj wine region, otherwise a straw-burning power plant project of this size would not have been proposed. It must be noted that the inscription on the World Heritage List does not endow any legal status to the site. The authorities carried out actions on the basis of the common law. Following the dilemmas, the authorities on the national level accelerated the procedures in order to take legal measures for the protection of the World Heritage within the national legal framework. The World Heritage legal status has been questioned not only concerning the Tokaj, but also with regard to seven other Hungarian sites (Old Village of Hollókő and its Surroundings, Budapest, including the Banks of the Danube, the Buda Castle Quarter and Andrássy avenue, Millenary Benedictine Abbey of Pannonhalma and its Natural Environment, Caves of Aggtelek Karst and Slovak Karst, Ferto/Neusiedlersee Cultural Landscape, Hortobagy National Park, Early Christian Necropolis of Pécs). In consequence, a Law on World Heritage has been adopted in 2011 in order to translate the Management Plan as a legal tool.

The National Office of Cultural Heritage informed the 27 municipalities in the wine region in April 2008 about the start of the official process to protect the boundaries of the World Heritage site on a national level known as historical landscape. In November 2011, the proposition of the decree was in preparation and in February 2012 the National Ministry of Human Capacities declared the region as a historical landscape. If the historical landscape already figured in the Act LXIV of 2001 on Protection of Cultural Heritage, there was no site using this denomination:

A paradoxical situation presented in Hungary, we can only designate a historical landscape as a historical landscape if it is protected. Other sites are cultural landscapes even if they have the values of a historical landscape. (Telephone interview with an ex-member of the Office of Cultural Heritage, architect, a member of International Council of Monuments and Sites in Hungary since 1983 and vice-president between 2005 and 2008, on the 1 September 2018)

The decree considers 27 settlements as part as the official administrative area of the Tokaj wine region under the protection of Historical Monuments: Abájszántó, Bekecs, Bodrogkereszttár, Bodrogkisfalud, Bodrogolaszi, Erdőbénye, Erődőhorváti, Golop, Hercegkút, Legyesbénye, Makkoshotyka, Mad, Mezőöstöm, Monok, Olaszliszkga, Rátka, Sárazsadány, Sárospatak, Sátoraljaújhely, Szegi, Szegvárl, Szerencs, Tarcal, Tállya, Tokaj, Tolcsva, Vámosújfalu. There are more than 200 Historical Monuments inside 700 to 800-year-old caves in the territory. However, the decree increased the number of the Historical Monuments to 90,000. The declaration of the historical landscape on the wine region expresses the aim of the protection: “to preserve the historic built and natural environment as well as to conserve the traditional land use methods. The cultural values that the landscape may enhance should be used in a sustainable way.” The Act underlines that a partially built-up area, as a topographically demarcated unit of cultural significance (historical, architectural, artistic, scientific etc.) and as a result of the combined work of human activity and nature, gains the protection of Historical Monuments. The publication of the decree represents a sort of first step to define a regional policy according to the member of the National Assembly for Satoraljaujhely:
The historical landscape is the basis to apply the World Heritage law in January 2012 because we need to ensure the protection on a national level of every World Heritage site. This protection is the historical landscape in the case of the Tokaj region. We needed this, to define a regional development policy and to incorporate the cultural values in the economic development and employment creation. In this way we avoid regional conflicts, like the project of the straw-burning power plant. (Richard Hórcsik, deputy, Zemplén TV, 22 February 2012)

Indeed, the historical landscape recognised the World Heritage boundaries as legal ones, inscribed from this point forward in the Hungarian legislation. In this sense, the decree on historical landscape has the potential to turn the region from its territorial division between the buffer and the core zones into an integral region having equal values. Nevertheless, further modification has not been made yet concerning the regulations on the protection of Historical Monuments. We underline, the recommendations made in the World Heritage Management Plan elaborated in 2016 after the adoption of the Law on World Heritage. The Management Plan, which lays out the actions for 6 years on the World Heritage Site, recommends the creation of a precise object and regulations concerning the historical landscape. The object of the protection should be in parallel with the Outstanding Universal Values of the Tokaj wine region. We can observe at this stage of the study that the historical landscape, as a legislative tool, has been connected with the Outstanding Universal Values of the World Heritage site.

8. Conclusion

The notion of the historical landscape, used in the discipline of historical geography since the end of the 19th century, has been adopted as a legal tool to protect spatial area with a concern with heritage conservation in Hungary, as a special object of protection of Historical Monuments. Heritage preservation proved to be an important tool in a moment of high tension as it showed in the case of the project of the straw-burning power plant. The event demonstrated a rapidly emerging civil society involving local wine-makers and municipalities to safeguard cultural and natural heritage in order to claim for a national legal framework for the World Heritage site. The demonstration against the project brought on the surface a set of issues already persisting in the region. The decree on the historical landscape, keyword of our article, was a pretext to study the question of the protection on a broader area. The aim of the article was to present the institutional background of the introduction of the notion of the landscape into heritage conservation and to analyse the conceptions linked to it in the case of Hungary, and in particular of the Tokaj wine region. Influenced by European and extra-EU approaches, the European Landscape Convention, accelerated the adoption of landscape in territorial planning and heritage conservation. Second, beyond the European conception, the values of landscape had been linked to the Outstanding Universal Values in the case of the Tokaj wine region as a World Heritage site. In consequence, the boundaries of the site got inscribed in a national legal frame. However, the intense institutional changes concerning the cultural heritage protection since 2000, probably affected the administrative process to define the object of the protection of historical landscape on a national level. Without application decree in the case of the Tokaj wine region, the term remains general.
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ABSTRACT
Recently, geography has included in research the increasing role of religion in postmodern Western society and space. Religion is no more being understood as an objective truth, but as an individual experience of a person with a significant impact on the perception of space and place-making. This problematic undoubtedly requires a new theoretical and empirical perception in the new geographies of religion. This paper appeals for the geographical study of the relation between religion and (postsecular) space could be significantly enhanced using feminist approaches, which enable the inclusion of personal experiences and individuality in the geographies of religion. Using the feminist approaches, the changes in religious climate, ongoing currently in the West, including Czechia, could be better addressed in geography. Thus, the paper theoretically discusses the potential of feminist approaches and argues especially for the relevancy of four topics, personal experience of people, emotions, embodiment, and the everydayness, which can offer new insights into understandings of the relation between religion and space. Similarly, methodologies used by feminist scholars provide unique option for getting to know how religious people interact with sacred as well as secular space. Therefore, the paper aims to justify the contribution of feminist approaches and the empirical research considering the creation of sacred space and framing the everyday religious experience of people.
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1. Introduction

Religion is a diverse phenomenon which could be understood in many ways: as a cultural system, an institution, a specific belief in transcendence, or an individual emotional experience. All these forms address complex experiences of person and form her/his relationship with the world itself. The cultural and institutional form of religion (e.g. churches, religious institutions or civilizations) has been the subject of social geography research for decades. However, the individual religious experience, its role in people’s life, understanding and spatial patterns, started to be acknowledged in geography in the last two decades, approximately, particularly because this form of belief has been started to dominate in the current Western society, which is also the case of Czechia (Havlíček and Klingorová 2018; Nešpor 2018).

The individual religious experience is especially valuable in relation with postmodern values in society where individuality is an important variable. With the raise of postmodernity (Beckford 1992), the importance of religion and spirituality deepens, especially in relation to the social and cultural identity of people and in relation to public space (Cloke and Beaumont 2013; Beaumont and Baker 2011; Kong 2010). The reasons for the increase in the role of religion are to be found in the processes of globalization and migration, among others (Dwyer 2016; Henkel 2011; Kong 2010).

Furthermore, the form and function of religion is changing in postmodern space. These changes are described in the concept of postsecularisation (e.g. Williams 2015; Sturm 2013; Habermas 2008; Berger 1999). Religion is becoming more heterogeneous and is more often understood and lived as the individual experience of a person than as an objective truth formed by religious texts and institutions (Heelas and Woodhead 2005). Together with deinstitutionalization of religion, religion and spirituality moved from the ‘officially sacred’ space of churches and temples to the space of the ordinary everyday life of people (Klingorová and Gökarkinçel 2018; Kong 2010; Gökarkinçel 2009; Brace, Bailey, and Harvey 2006; Holloway 2003), which is also the case of Czechia (Havlíček and Klingorová 2018; Nešpor 2018). Generally speaking, religion and spirituality became dynamic variables which have a power to create and transform every space and cross-over every border in postsecular society (Gökarkinçel 2009).

Therefore, alongside with these societal changes, religion and spirituality are increasingly discussed in social geography (Dwyer 2016; Kong 2010; Dewsbury and Cloke 2009; Holloway 2006) as one category of people’s identity as well as a determinant of space. In critical and new cultural geography, religion is an important variable as well because it enriches the discussion about the formation of social identities, inequalities and values on one hand, and the formation of space and place on the other (Dwyer 2016). The new geographies of religion (Kong 2010) are bounded with the new cultural geography in a way in which they study religion in the everyday life of ordinary people, focus on the dynamic relationships (between secularity and sacrality) in space, and use individual and qualitative approaches. Overall, the thinking of the new geographies of religion should move thematically from the ‘big’, traditional religions to spirituality and individual religiosity, empirically from religious authorities to women, young people and other minor groups, and from general patterns to experiences, spatially from temples and mosques to living rooms, and in scale from global differentiation of religion to human body.

Concerning the individual and emotional experience of a person with religion and/or transcendence, it is important to focus on ‘how (do) different groups of men and women with different markers of social difference – race, class, age, disability, sexuality, locality – experience their religion and their use of religious space, and how do these people respond to other groups of men and women’ (Hopkins 2009: 12). For such study, Hopkins (2009) pointed to the possibility of using feminist approaches in the geographies of religion.

In this paper, I would like to support this statement and argue that the studies of the relationship between person, religion and (postsecular) space could be well enhanced using feminist geographies. Even though the geographies of religion are not an increasingly developed subfield in Czechia, I believe that the feminist approaches in the studies of religion and space could significantly enrich discussion and, more importantly, empirical studies of religion and space in Czechia. I build on Kong’s (2001, 2010) appeal for studying the ‘poetics’ of religious experience which needs to be understood at the scale of the human body. Even though in most of the geographies of religion literature, and in social science as a whole, feminist approaches have been considered mostly in relation with patriarchy and hierarchical relations, I argue that feminist approaches could be applied in a context of ordinary person, her/his emotions and body because they enable us not only to study gender and patriarchy, but also to emphasize the everyday level of experiencing religion and individual emotions relating to religion and spirituality of a person in space which is important in postmodern society. Thus, feminist approaches enable to address religious changes at the theoretical, conceptual and methodological level, change emotions and everydayness into analytical problems and, thus, include religion and spirituality as emotional and personal subjects into (empirical) spatial research. All these problems are very relevant in the context of Czech postsecular space and society.

Therefore, the main aim of this paper is to contribute to the interpretation of the relationship between
religion and space from the feminist perspective and theoretically as well as methodologically develop the argument that religion and spirituality are present in the space of ordinary, everyday life of people, public and private. Apart from the obvious theme of patriarchy and gender hierarchy, I discuss and further expand four topics of the geographies of religion for which the feminist approach is relevant: emotions, lived experiences, everydayness and embodiment, arguing that these are the problems of the interaction of religion and space in the period of postsecular society which need to be further developed. Moreover, I argue that the methodological approach used in feminist geographies provides unique option for getting to know how religious people interact with postsecular private and public space in their everyday life.

2. Postsecularism in geographical research

Changes in the opinion of people on religion and churches relate to increasing social emphasis on post-material values in the Western world (cities mostly, Inglehart and Appel 1989). People who emphasize self-expression, self-development and quality of life over material goods put more stress on the way religion can help them with their personal development instead of security and safety under the roof of a church. Therefore, the institutionalized form of practicing religion and the religion of objective truth is decreasing while, at the same time, people increasingly prioritize subjective and privatized ideas about transcendence (Heelas and Woodhead 2005; Heelas 1996). They choose those ideas which help them in their personal self-development. Individual religion is often connected with Protestant Christianity and, usually, energies, esoterism, Eastern and pre-Christian traditions, however, every person can have different and very diverse ideas about transcendence. Some of the spiritual ideas became the basis of the so called new religious movements (Vojtíšek 2007; Heelas 1996) which concentrate on personal development, quality of life and controlling negative emotions. Therefore, the religion of subjective experience and individual spirituality plays an increasing role in public space of the ‘West’ nowadays (Heelas and Woodhead 2005), while traditional (church) religiosity is decreasing.

The processes outlined above have been described, analyzed and theorized in social sciences for many decades (started by Luckman 1967; Berger 1999; among others). Habermas (2008) described such processes as postsecularisation. He emphasizes intermingling of diverse forms of religion and spirituality in public space together with secularity, which altogether form the postsecular society and space (see more Havlíček and Klingorová 2018). ‘Key to Habermas’ idea of post-secularism is the integration of religious ways of being within a public arena shared by others who may practice different faiths, practice the same faith differently, or be non-religious in outlook’ (Gökärıkse and Secor 2015: 21). Postsecularisation mostly designates the growing presence of religion in the public sphere and the growing plurality of religious communities (Williams 2015; Cloke and Beaumont 2013; Beaumont and Baker eds. 2011). Also, geographers of religion (e.g. Gökärıkse and Secor 2015; Williams 2015) speak about greater respect for the diverse religious cultures of postsecular spaces. Since the society is more willing to live with religion (Cloke and Beaumont 2013) and especially with new religious movements, postsecularisation also brings about a shift in the public perception of the role and potential usefulness of religion in society. Postsecularisation is especially apparent in society in the West in about last 20–30 years (Henkel 2014; Cloke and Beaumont 2013; Beaumont and Baker 2011).

In geography, the discussion about postsecularisation was raised at the turn of the millennium (Kong 2010). In general, geography enriches postsecular theory questioning continuous secularization and analyzing the interaction of secularity and sacrality in space (see Havlíček and Klingorová 2018; del la Dora 2018; Gökärıkse and Secor 2015; Williams 2015; Henkel 2014; Tse 2014; Cloke and Beaumont 2013; Olson et al. 2013; Beaumont and Baker 2011; Kong 2010). The thesis of this discussion reflects the theories described above and enriches it with spatial dimension. The main idea is that “crossing-over” in the public arena between the religious and the secular occurs (Cloke and Beaumont 2013: 2). Thus, even though religion is (re)appearing in public space (Kong 2010), secularisation continues (Sturm 2013). The processes of secularisation and desecularisation of space therefore act simultaneously (see for example Havlíček and Klingorová 2018).

The ‘postsecular turn’ in geography comes hand in hand with the ‘new’ geographies of religion (Kong 2001) which separate the ‘politics’ of religious space from the ‘poetics’, first emphasizing power relation in the process of making sacred space, second highlighting sacred place-making as ‘a part of people’s experience of the religious’ (Kong 2001: 218). This difference illustrates the same change as from the religion of objective truth to the religion of subjective experience. The ‘politics’ of religion is closely tied with problems such as differences in religious adherence, diffusion of religions, differences in traditions and religious conflicts. In geographies of religion studies concerning these problems, quantitative data are used the most.

The ‘poetics’ of religious experience is more connected with personal identity of a person, her/his perception of sacredness (in space) and with creating religious community (Kong 2001). Apart from the ‘poetics’ of sacred, terms such as everydayness, perception, experience, identity, community, body, and diversity occur when going further beyond Kong’s
(2001, 2010) ideas. Among others, Kong (2010) asks to study the places beyond ‘officially sacred’ such as pilgrimage sites, religious schools or roadside memorials. However, one can argue that the places beyond ‘officially sacred’ should not be limited to places which hold religious symbols as Kong describes them and, thus, include places of the ordinary everyday life of people. The transcendence is more often present in spaces of everyday life of a person than in ‘officially sacred’ spaces (Klingorová and Gökarişkel 2018; Klingorová and Vojtíšek 2018; Finlayson 2012, 2017; Kong 2011; Holloway 2003, etc.), especially at the level of personal perception and experiences. People create sacred spaces for example through ‘informal’ religious practice (Klingorová and Vojtíšek 2018) or by experiencing their everyday activities ‘through God’ (Klingorová 2016). Thus, every space, even seemingly secular, could be perceived as sacred. Furthermore, the ‘politics’ of religion are being developed more at the global and national scale, while the ‘poetics’ of religious experience needs to be understood at the scale of the human body. Lastly, Kong argues that different geographies of religion of different groups of people, for example men, women, children, adults, elderly, should be theorized and their different experiences of sacred in public and private space should be studied.

Geographers of religion have already started to focus on religious experience in space and did a great job, however, there are still several topics, contexts, problems and examples which need to be taken into consideration and further developed. Development of these themes in the new geographies of religion requires theoretical and empirical approach which would allow to deal with its abstractness and focus on individual matters of life in private space. The question I ask is, therefore, how could feminist approach enhance Kong and others’ calls for increased attention to religious experience of ordinary people?

3. Agendas for feminist approaches

In geography (and other disciplines as well), feminism had long time been understood as a concept seeking inclusion of gender hierarchy, patriarchy and women’s experience into research. This agenda could be associated with the ‘politics’ where patriarchy relates to oppression and inequalities within religion. The relation between religion and the role of women and gender inequalities in society is still worldwide discussed subject (e.g. Tomalin 2013; Woodhead 2013; Seguino 2011; McGuire 2008; Inglehart and Norris 2003; Ingersoll 2003). It is very sensitive subject because gender discrimination is not only contained in the substance of religion, but is a result of its politicization and use in power relations as well. The specific relationship between religion and gender hierarchy is determined by the concrete social and cultural context (Klingorová and Havlíček 2015) which could, but does not have to, dominate in the given place, region, state, civilization, or cultural sphere.

Even though the problematics of patriarchy is undoubtedly important, feminist approaches should not be limited only to the study of gender and patriarchy. It might bring a broader perspective into the research on the relationship between religion and space. As defined within feminist geographies (e.g. Sharp 2009; Pratt 2009; McDowell and Sharp 1999; Nast 1994), feminist approaches take heterogeneity into account, focus on the (cultural) construction of identity of a person, and consider human body and emotions as research subjects. Here I find relation with the new geographies of religion which intend to focus on the ‘poetics’ of sacred and everyday experience of religion in postsecular space.

3.1 Religious experience of women

One exciting area to explore is the everyday experience of different people who belong to a particular religion, but also of people who interact with a space where such religion dominates. The focus on women experiencing religion in space has been well developing over last decade or so (e.g. Klingorová and Gökarişkel 2018; Olson et al. 2013; Gökarişkel 2007, 2009, 2012; Morin and Guelke 2007; Fahah and Nagel 2005; Secor 2002, 2003; Dwyer 1999a,b). This body of scholarship takes without any doubt the biggest part of ‘feminist’ geographies of religion. It attempts to distance from the ‘old’ geography of religion where research focused on ordinary women’s experience was underrepresented.

The initial assumption of such studies is the specific role of women adhering to a minor religion in a sacred space where a different major religion prevails, or in a secular space. Most typically, it is Muslim women in a secular or dominantly Christian space, e.g. Western and Central Europe. The problematic of the role of religious women within dissimilar religious space is strongly tied with politicization of secular or religious norms and values, and with feminist geopolitics (e.g. Gökarişkel and Secor 2015; Berghammer and Fliegenschnee 2011; Dowler and Sharp 2001). Very lively discussion is about different headscarf policies in Western Europe where the headscarf policies at the state level differ in relation to differences in gender equality, culture and religious dominance, from regulation to accommodation (Sauer 2009). The way headscarf policies and religious power relations in general are formed and experienced ’from below’, meaning by ordinary people (women in this case), could be understood through the analysis of everyday spaces (Gökarişkel 2012). A closer look at the spaces of the everyday, ordinary life of people enables us to ‘keep women visible in rapidly changing world conditions, where their activities tend to slip into the shadows of dominant models in the literature’ (Dyck 2005: 234).
Despite criticism of Kong (2010) who says that religions other than Islam are overlooked in geographies of religion, the problematics of Muslim women still dominates the debate. Most often, Islam is studied as a minor religion in the context of the dominantly secularized Western Europe (Berghammer and Fliegeneschne 2011; Dwyer 1999a,b), in Turkey (Gökärıksel 2009, 2012; Secor 2002, 2007) or in the Middle East (Fenster 2007). Problems raised in these geographic, social and cultural contexts justify such research themselves. Further, religious experience of Muslim women is strongly tied with veiling as a spatial practice expressing their religious identity (e.g. Gökärıksel 2009, 2012; Sauer 2009; Secor 2007; Dwyer 1999b).

Through the practice of veiling, a woman’s embodied experience with religion could be studied at different levels, as well as Muslim women’s contact with public space. ' Dress is important for understanding gender, religion, and space because it is an embodied practice through which religious ways of being are represented and enacted’ (Secor 2007: 153). Veiling clearly expresses Muslim women’s identity on the outside. A veiled woman’s interaction with space is, thus, a phenomenon whose analysis can enrich research on religion and space, especially in the case of secular and dissimilarly religious public space.

On the contrary, one may argue that studying ideologically non-conflicting relations between religion, women and space is important for identification of possible problems of such an interaction. However, for example, Christianity in secular or culturally Christian space (such as for example in the West) is not an experience significantly appearing on the outflow of human body. Laic Christianity does not show up in appearance or clothing of a woman, which enables her to better blend with the majority in a public space. The most common symbol of Christianity on woman’s body, a cross necklace, is not very noticeable and often even doesn’t express religiosity of its holder. A veil is also a symbol of Christianity but is nowadays used almost exclusively by Nuns. As unusual clothing of Christian women could be considered formal clothing worn by women on Sunday. Because Sunday is a day of a worship in many Christian churches, women consider Sunday as a ‘day spent with God’ (Klingorová 2016) and, therefore, wear more formal dress than weekdays.

However, formally dressed Christian women on their way to church or Nuns are not considered as members of a different culture in (for example) the West, which is not the case for veiled Muslim women. It makes the subject of Christian women experience less problem-related than Muslim women experience. But, in my point of view, there are other themes which desire to be developed such as the difference between Catholic and Protestant women experience in relation to confession or celibacy, the experience of women priests, women’s role in the openness of Christian churches to broader society (the case of maternity or parental centers) and many more.

3.2 Everyday life and space of religion

As I mentioned above, the most resonating theme concerning women’s experience with religion is veiling. But women’s experience of religion doesn’t belong only to public, but also to a private space. The contextual shift from the public to the private space in the geographies of religion could be considered as one of the most important contributions of feminist approaches. However, these two spaces – public and private – should not be separated because religion is crossing-over the borders of both spaces. Even though the everyday life of a person is more connected with the private space (but should not be interchanged) through activities such as housework, leisure time or commuting, everydayness is not limited only to private or public space, nor the everyday religious experience. In this part of the paper, I focus on everydayness as a concept crossing-over public and private space and described as the quotidian, ordinary, routine or everyday (contrasting to special, exceptional) activities of people and spaces where these activities are located (Pinder 2009). I understand everyday life as activities through which people experience space around them. Thus, everydayness can involve every activity of a person through which they live her/his life. The cultural turn switched the attention of geography to such places and activities and how these are experienced, shaped and transformed by people.

For geographies of religion, ‘the everyday is critical because the boundaries between the secular and the religious are constituted and maintained, as well as destabilized, transgressed and reformed, on a daily basis through seemingly mundane practices’ (Gökärıksel 2012: 6). The geographies of religion have already started turning their interest from ‘special’ places such as church or temple to lived religion (MacKian 2012; McGuire 2008; Hunt 2005; Kong 2001 etc.) and to everyday practice and manifestations of faith (or secularity) in everyday spaces (Klingorová and Gökärıksel 2018; Dwyer 2015; Olson et al. 2013; Vincett et al. 2012; Gökärıksel 2009 etc.).

The routine everyday religious practices of individuals are complex, dynamic and lived and, thus, can be very different from practices of religious institutions and organizations (McGuire 2008). One of the possible strategies for dealing with everydayness in the geographies of religion is to let the definition of everydayness be a subjective understanding of an examined group and, therefore, to work with everydayness in a way which the actors subjectively describe it (Klingorová and Gökärıksel 2018). Another problem which the researcher should deal with is that research on experiencing religion in everyday life and space could avoid places which are ‘special’ or extraordinary, both in the context of the everyday life of a person and in a religious context, places such as pilgrimage sites, sacred mountains and other places which are not visited on regular basis, but on special
occasions and only once. However, visiting such places can have an important influence on an individual’s experience of faith. The impression can even be projected into everyday experience and formation of everyday places of religion.

### 3.3 Emotions and lived religion

Everyday spatial experience with religion is strongly tied with the emotional and subjective experience of individuals (Bartolini et al. 2017; Finlayson 2012; Nast and Pile 1998 etc.). Religion is an emotional experience and emotions play a key role in the formation of sacred place (Klingorová and Gökarıksel 2018). Thus, individual and collective emotions should be considered in religion-geographic research. It was the feminist approaches which started the emotional turn in social geography (Davidson, Bondi, and Smith 2005; Pringle 1999) highlighting that feelings and emotions are important for geographic research because they form a way in which people perceive space and place (Davidson, Bondi, and Smith 2005). ‘Emotional geographies emphasize how embodied emotions are connected to specific places and contexts because questions about how emotions are embodied and located merit further elaboration in the context of typical and less typical everyday lives’ (Davidson, Bondi, and Smith 2005: 5). People assign meanings to places through emotions which reflect their subjective interpretation and perception (Sharp 2009). Thus, emotional geographies enrich research on perception of place and cultural geography in particular because emotions are gained with cultural values and determined by the circumstances and concepts of a particular culture (Pringle 1999).

Like other cultural patterns, religion forms the emotions and perception of religious, but also non-religious people. Even people who do not believe in God or other concrete transcendental power consider transcendence and energy in places of nature and a calm, pleasant environment where they can deeply think about life questions (Klingorová and Gökarıksel 2018). Thus, religion contributes to the meaning of sacred and secular places as well. Emotions related to religion can be positive, but also negative. Positive emotions prevail because religion usually brings peace, calmness, happiness, usefulness, satisfaction, and answers to important questions into an individual’s life (Klingorová and Gökarıksel 2018). Negative emotions related to religion could be feelings of discomfort, shame, vulnerability and fear connected with everyday experience of exclusion, religious intolerance, or even racism (Hopkins 2006, 2007). Such negative emotions often importantly influence an individual’s everyday time-space behavior when the person tries to avoid places where her/his religious identity is in the minority.

As discussed above, people have the most striking religious experiences in places beyond ‘officially sacred’ space (Dwyer 2016; Gökarıksel 2009) because such places are more ‘lived’. For example, a library with exposed religious symbols, a tree on the edge of a meadow (Klingorová and Vojtíšek 2018), a kitchen unit or even a bus stop (Klingorová and Gökarıksel 2018) could become a sacred place for an individual through her/his emotional religious experience. Emotional geographies thus allow us to develop research on religious space and place, its formation and transformation, considering everydayness and lived religion (MacKian 2012; McGuire 2008; Hunt 2005). The interest in religious emotions reflects the argument of McGuire (2008) who says that it is important to study religion not in a way which is defined by institutions, but in a way in which religion is lived in the everyday life of people. Of course, one cannot say that religious experience is weaker in a church or a temple, but religious experience in such ‘officially sacred’ places is more formed by religious symbolic, ritual and collective experience (Finlayson 2019) and less personal.

### 3.4 Embodied experiences with religion

Finally, feminist approaches might contribute to the research on religion and place by bringing the focus onto embodied experiences. Embodiment has a broad overlap with research on everydayness, emotions and women’s experiences. Every research on religion works, necessarily, with embodied experiences such as baptism, marriage, confession, confirmation, or funeral (Dewsbury and Cloke 2009). Regular church visit is an (everyday) embodied experience as well (Wigley 2016). Furthermore, a human’s body is an element in space on which religion can be visibly manifested. Religious people use their bodies to express their identity (Kong 2010) in, for example, wearing veils, skullcaps, cross necklaces, or vestment. A human’s body outwardly reflects the individual’s identity, values, and morality and, thus, becomes an indicator of religiosity. Simultaneously, a human’s body is an instrument through which people religiously experience space (Kong 2010; Gökarıksel 2009; Holloway 2006; Bailey, Harvey, and Brace 2007 etc.).

Recently, the human body has gained more and more attention in social geography (Bailey, Harvey, and Brace 2007; Rodaway 1994). Research on embodiment could be enriching for studying religion and space, especially when we consider the body as an active subject. The body plays an important role in the production of a sacred (and secular) place (Holloway 2003) and, simultaneously, is the most ‘private’ and the most intensively experienced place in which religion manifests (or does not manifest).

Furthermore, a human body as a transcendence holder has the ability to bring sacrality into place and to make sense of sacred space (Holloway 2003, 2006; Sheldrake 2001), which reflects the ideas of the humanists Tuan or Buttmer (Kong 2001). According to Eliade (1959), sacred place is created in secular
(profane in Eliade’s words) space through sacred experience.

Thus, sacred place is part of space which gains special (transcendental, sacred, religious) meaning through ritual or religious experience of a person or group of people (Sheldrake 2001) who have (and share) interest in such a place. Sacred space therefore does not have to involve any religious symbols, it only can be created, transformed, perceived, or experienced with a presence of a body. Such places do not have to be identifiable at first sight. Thus, sacred place could be identified by an individual in any, seemingly secular space and ‘the sacred is made and remade in everyday spaces through the embodied and emotion- al practices of religiously affiliated and non-affiliated people (women in this case, Klingorová and Gökarık- sel 2018: 56).

The current development in geographies of reli- gion (e.g. Olson et al. 2013; Gökarıksel 2009; Holloway 2003, 2006) includes the role of embodiment and emotions in production of sacred places (Finlayson 2012). It perceives the human body as ‘the primary site through which transcendence and its associated religious authenticity can be achieved by bringing faith simultaneously outward and inward’ (Olson et al. 2013: 1432). Further, research on embodied experiencing religion supports the thesis that sacred and secular space are inseparable because religion, through embodied experiencing, has the ability to get into every space of everyday life. Usually, the human body is not limited to ‘officially sacred’ or other- spaces. The research on embodied experiences is, thus, ‘a good starting point for challenging any site as being wholly sacred or wholly profane, emphasizing instead a relationship of spatial construction’ (Olson et al. 2013: 1424) and transformation of space. Every sacred space should be understood in accordance with the person or people who created such place. The tension between the sacred and secular meaning of places exists at the material, symbolic, and ideological level (Gökarıksel 2009; Howe 2009; Kong 2001) and ‘the duality of the sacred and secular breaks down and their geographies appear more fluid and transformative’ (Klingorová and Gökarıksel 2018: 56). Thus, from the feminist perspective highlighting the role of human body, Eliade’s understanding of sacred and secular spaces as two different, separated and incompatible spheres could be considered as overcome because each person can perceive and experience the same place differently.

3.5 Methodological approach

The themes defined and discussed above have common focus on problems of individual experience, everydayness, emotions and body from the empirical point of view. More attention is put on formation of personal identity of religious minority (Aitchison, Hopkins, and Kwan 2007; Hopkins 2007) or major- ity (Gökarıksel and Secor 2017a; Olson et al. 2013; Hopkins et al. 2011; Gökarıksel and McLarney 2010) or formation of behavior and everyday practices (e.g. Gökarıksel and Secor 2015, 2017a,b; Wigley 2016; Holloway 2003). The empirical analysis should therefore acknowledge what is unique, specific and individ- ual, such as the place, body or identity. Methods so far predominantly used in the geographies religion are not able to achieve these goals, especially those which have quantitative character. Methodological approach which consider all the personal nuances of religion is needed, for which we can look for inspiration in the feminist geographical research.

Even though the methods which are typical for feminist geographies are hard to generalize, two common characteristics are to be find: the feminist research primarily works with qualitative participative methods and analyze the problem in ordinary, everyday spaces from a specific point of view of a concrete group of people. These strategies were partly adopted by the already existing scholarship of ‘feminist’ geographies of religion. Also, the influ- ence is obvious in comparison of preferred methods of the ‘old’ and the new geographies of religion. The ‘old’ geography of religion worked prevalently with descriptive quantitative methods (Rinschede 1999), the research focused on macroregional, sociological and religionist analysis and methods were selected to describe the diffusion of religion and its influence on landscape. The new geographies of religion instead deal with local and personal specifics of the relation- ship between religion and space using behavioral approaches. The most commonly, combined methods inspired in ethnography, anthropology and sociology are used, for example combination of semistructured interviews with participant observation (Gökarıksel 2009), discourse analysis (Gökarıksel 2007) or statis- tistical analysis (Besio 2007; more see at Gökarıksel 2012; Fenster 2007), or participative photography (Klingorová and Gökarıksel 2018; Klingorová and Vojtíšek 2018).

Generally, the most of researches which could be included in ‘feminist’ geographies of religion apply participative approaches engaging with (mostly) women (Klingorová and Gökarıksel 2018; Klingorová and Vojtíšek 2018; Gökarıksel and Secor 2015; Olson et al. 2013; Dwyer 1999a,b; 2015, Hopkins 2006; Secor 2002). Participative research enables to enter private space of involved person, analyze her/his emotional experience in detail (Pain 2004; Breitbart 2003), reflect specific conditions and knowledge of people, bring more authentic look (Noland 2006) and be more sensitive to minorities (Pain 2004). Further, participative methods allow research participant to decide alone which part (if ever) of private space is he/she willing to open for research. Also, participative research minimizes the hierarchical relations between researcher and studied group and, thus,
makes the discussion about sensitive themes such as inequality, abuse or minority religion easier. Participants are allowed to define themselves how they understand research themes such as religion, spirituality, everydayness, inequality, hierarchy etc. The research thus better reflects the real perception of a studied group.

Furthermore, methods in the new geographies of religions need to acknowledge secularity and secular space as well. Undoubtedly, lived religion and religious experience of people should not be limited only into sacred space. Also, people who do not adhere any institutionalized religion often deal with personal spirituality or individual religious experience which is hard to categorize or even describe by the participant itself. Thus, the perspective which reflects the individual though of a person and the local socio-cultural characteristics of a concrete space and place must be applied. These reasons lead again to the use of combined and participative methods, acknowledging the spatial aspect.

However, other methodological approaches such as descriptive or quantitative methods are to be considered as complementary or even the only suitable methods in many cases. Quantitative methods allow to acknowledge the general context and gain comparative view. Thus, the extensive research should be enriched with intensive research (and vice versa) which allows to move the research from general to personal context and from public to private space where the religion of subjective experience, prevailing in the postsecular society, acts the most.

4. Conclusion

The longstanding development which feminist geographies have undergone from the Geography of women through the Geography of gender relations to the Feminist geographies of difference (Pratt 2009) ended up with the main focus on the construction of identities of different people and emphasizing the plurality of experiences of people. In geographies of religion, a similar development could be traced: from the ‘old’ geography focusing on institutions and description of diffusion and manifestations of religion, the field moved to the ‘new’ geographies studying the mutually constructive relationship between religion and space with a special focus on the role of an ordinary person in this relationship. Both these developments follow a similar trend, simply put, from description to studying relationships between space and person. This common theoretical and empirical development encourages us to study the role of individuality of a person in the dynamic relationship between space and religion.

This paper develops this argument, discussing the current research of geographies of religion and arguing for the use of feminist approach. It argues that feminist approach allows to involve not only women’s experiences and perception of religion and sacred space, but, in particular, to encourage research on religion in space at an everyday and personal level. Feminist geographies’ focus on personal everyday experience can offer new insights into understanding of the relation between religion and space. Feminist approaches also reflect general societal trends in Czech society, which are connected with postmodernism and theorized as postsecularism in the sphere of religious changes. In postsecular society, religion is no longer only about visiting church on Sunday, but also about experiencing everyday moments through religious ethics and informal spiritual practice. Religion as a personal emotional everyday experience of space is a key factor in production of the individual identity of a person. Not only people who adhere some traditional religion, but also those who do not declare institutional religiosity experience their own spirituality. And the context of the mostly secularized space of Czechia highlights the individual dimension of religion which could be included within geographies of religion using feminist approaches.

Further, the discussion above led to assumption that religious experience with space reflects broader socio-cultural issues because religion importantly shapes individual’s relation to the world through its norms and traditions. The everyday context of religious experiences is instructive to examine public issues (Dunn 2005) such as culture, politics, economics, integration, gender relations etc. For example, the currently topical problematic of migration and cultural integration could be approached through the individual geographies of religion of actors. Therefore, understanding the contexts through which people of different religion individually perceive, construct and transform sacred spaces of everyday is important not only to the geographies of religion but also to the (new) cultural and social geography as whole.
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