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ABSTRACT
The aim of this paper is to critically review recent EU level debates on territorial impact assessment, which serves as a tool to 
improve the understanding of uneven territorial impacts of the EU sectoral policies. The paper also seeks to elicit (1) which Europe-
an countries employ territorial impact assessment when designing various national policies and (2) how this tool is used in different 
governance environments. Particular attention is paid to the case of Czechia. The paper elaborates upon the state-of-the-art tools 
used on a national level and analyses the motivation of actors on regional and local levels to use such tools in their decision-making 
process. The research shows that EU member states that employ this tool can be categorized into four groups, for instance, depend-
ing on whether they enrich other impact assessments tools by territorial aspects, or whether they focus coherence of regional 
development strategies and sectoral strategies. Territorial impact assessment is not implemented in Czechia, although recent years 
have witnessed an upsurge of interest concerning territorial aspects of investments.
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1. Introduction

For a long time, there has been a quest to understand 
spatial or territorial consequences of public policies 
(Nijkamp and Van Pelt 1989). Some public policies are 
focused directly on increasing the development poten-
tial of certain regions (regional policy). Other public 
policies are not directly focused on regions, but their 
impact is often greater compared to explicit region-
al policies. For decades, there have been attempts to 
develop tools which would enable to assess or to mea-
sure a spatial impact of public policies.

In the 1970s, first tools emerged in the USA in order 
to assess the impact of policies or projects with a focus 
on environmental and economic impacts (e.g. Caldwell 
1988; Bond and Pope 2012; Francis 1975). However, 
geographers have been traditionally interested in 
more complex tools assessing all aspects of territorial 
development. Discussions at the EU level regarding the 
territorial dimension and territorial cohesion paved 
the way for more complex tools enabling a holistic 
approach in the evaluation of impact on territorial 
development (e.g. Medeiros 2017).

According to Fischer et al. (2015), territorial impact 
assessment (TIA) is a distinctly EU policy assessment 
closely connected to the EU territorial cohesion agen-
da and “does not make much sense in, e.g. the USA 
where people are used to move to areas of greater 
economic opportunity” (p. 9). The Territorial Agenda 
of the European Union 2020 (European Commission 
2011) states that territorial cohesion “enables equal 
opportunities for citizens and enterprises, wherever 
they are located” (p. 3). Following the addition of ter-
ritorial cohesion among strategic goals of the Europe-
an Union in 2009, it seems to be even more important 
to evaluate potentially uneven territorial impacts of 
particular projects, strategies, or policies. 

Territorial Impact Assessment is a tool which 
appeared in a practical debate in 1989 with the launch 
of the European Spatial Development Perspective 
(ESDP; Zonneveld and Waterhout 2009). 

The aims of this paper are twofold: firstly, to crit-
ically review recent developments regarding impact 
assessment tools at the EU level and, secondly, to anal-
yse awareness about these tools and the current state 
of their implementation in one EU member state – in 
Czechia. Czechia was selected for a case study due to 
the fact that the author of this paper has followed the 
discussion and subsequent application of territorial 
impact assessment in this country over the past five 
years. Therefore, the paper seeks primarily to answer 
these questions:

(Q1) How do European countries deal with the 
challenge of evaluating territorial impacts of their 
policies? 

(Q2) What is the current state of Territorial Impact 
Assessment implementation in Czechia? 

The paper unfolds as follows: Chapter 2 presents 
an overview of different types of impact assessment 

with special attention to TIA. Chapter 3 analyses the 
current state of the art in selected European coun-
tries in using TIA or similar tools. Chapter 4 focuses 
on Czechia and explains how TIA or similar tools are 
employed. Chapter 5 summarizes the main conclu-
sions and presents several suggestions for further 
development of TIA in the Czech context.

From a methodological standpoint, the paper is 
based mostly on content analysis of available docu-
ments dealing with the topic of policy evaluation and 
(territorial) impact assessment in particular coun-
tries. This source of information has been comple-
mented with questionnaires sent to academics and 
public officials in several countries. The ambition of 
the study was to elaborate on the current situation in 
TIA use in all EU countries. Thus, respondents were 
asked an open question, i.e. to describe use of TIA in 
particular EU member states. Combination of those 
two sources (content analysis and questionnaires) 
enabled to divide EU member states into four cate-
gories (see Chapter 3 and Table 2). Nonetheless, rel-
evant information has not been found in case of par-
ticular countries. 

The analysis concerning Czechia is based on this 
author’s experience gained at the Czech Ministry 
of Regional Development and at the International 
Advisory Centre for Municipalities, which imple-
mented impact assessment techniques in the city of 
Litoměřice.

2. The Role of Impact Assessment Tools  
in Policy Coordination

It is only natural that since the addition of territo-
rial cohesion among the European Union’s goals, it 
has become even more pressing to assess territorial 
impacts of sectoral policies that do not explicitly fol-
low regional policy goals – no matter what the goals of 
particular regional policies in different national con-
texts are, the Territorial Impact Assessment method-
ology has been developed as a tool to measure poten-
tial territorial effects of sectoral policies (Golobič and 
Marot 2011).

TIA might be understood as a new addition to 
a vast array of impact assessment tools that have 
been applied since the 1970s. Impact assessment, 
which is mostly used and embedded in legislation of 
many countries all over the world focuses primari-
ly on economic and environmental dimensions (see 
Table 1). However, proper evaluation of impacts on 
territorial development should include other dimen-
sions as well. Stutz and Warf (2012) state that, “in 
conventional usage development is a synonym for 
economic growth” (p. 268). Nevertheless, territorial 
development should be understood in a more com-
plex way, Medeiros (2017) concludes that territorial 
development should follow five main goals: econom-
ic competitiveness, social cohesion, environmental 



Territorial Impact Assessment – European context and the case of Czechia 119

sustainability, sound processes of territorial gover-
nance, and efficient processes of spatial planning 
or territorial articulation. TIA is then supposed to 
encompass all those dimensions. 

2.1 Impact assessment – definition and origins
The purpose of impact assessment is to assess poten-
tial impacts of certain actions before they are imple-
mented (Hayes 2017). Impact assessment is thus 
supposed to evaluate what might happen as a direct 
consequence of a particular project, strategy, or a poli-
cy. Today, there are more than 40 types of IA discussed 
in literature (Morrison-Saunders et al. 2014). The 
most frequently used ones are Environmental Impact 
Assessments, Strategic Environmental Impact Assess-
ment, or Regulatory Impact Assessments, which are 
embedded in law in most of countries.

The first impact assessments focused on environ-
mental impacts: the first legally binding IA was the 
Environmental Impact Statement (EIS), which came 
into force on January 1, 1970 in the USA (Bond and 
Pope 2012). This tool was aimed at federal actions 
that might significantly affect the quality of human 
environment (Francis 1975). At first, the tool was 
used for large projects such as dams or nuclear power 
plants but it was also used for assessment of smaller 
projects in urban environment relatively soon (Fran-
cis 1975). 

The system of impact analysis in the United States 
was strengthened in the 1980s, when the Urban and 
Community Impact Analysis (UCIA) was developed 
as a consequence of Jimmy Carter’s presidential cam-
paign promise to develop the first explicit urban pol-
icy. The main aim of the impact assessment program 
was to ensure that there will be no actions contradict-
ing the urban policy (Hack and Langendorf 1980).

Glickman (1980) summarizes the methodology as 
being focused on assessing policies rather than proj-
ects and being focused on places rather than people 
UCIA was being focused on assessing macroeconomic 
impacts. Evers (2011) understands the Urban Impact 
Analysis as a clear predecessor to the TIA, since “it sought 
to assess the impact of non-urban policies (region-
al, local or even international) on urban areas” (p. 8). 

The implementation of the Urban Impact Analysis 
sparked a debate concerning potential unintended 
spatial effects of public policies. With the exception 
of the United States, there were no impact analyses or 

assessments embedded in the law in other advanced 
countries. However, according to Nijkamp and Van 
Pelt (1989), the OECD collected a number of case 
studies of urban impact analyses in Sweden, Canada, 
or France.

In the late 1980s, the term strategic environmen-
tal assessment was coined in an interim report to 
the European Commission (Fungisland Tetlow and 
Hanusch 2012). Strategic environmental assessment 
of policies and strategies has been clearly developed 
upon the practice of Environmental Impact Assess-
ment (EIA) focused on the level of projects. However, 
whereas EIA is primarily concerned with how a cer-
tain proposed development could affect the environ-
ment, Strategic Environmental Assessment (SEA) was 
also supposed to analyse potential effects of alterna-
tive developments early in the decision-making pro-
cess (Fungisland Tetlow and Hanusch 2012). 

2.2 Territorial Impact Assessment of projects, 
policies and future trends
Since the addition of territorial cohesion among the 
goals of the European Union in 2009, the importance 
of evaluating potential territorial impacts of policies, 
strategies or particular projects became yet more 
relevant, at least in the European context. Neverthe-
less, policy-evaluation tools were developed already 
in 1980s as an integral part of the Structural Funds 
intervention process (Medeiros 2017). Between 1995 
and 1999, the European Commission (EC) produced 
a detailed evaluation methodology under the MEANS 
programme, which inter alia clearly distinguished 
between “results” and “impacts”. The first one con-
nected to direct measurable consequences, the latter 
focused on long-term consequences. Medeiros (2017) 
analysed “the MEANS collection” and concluded that 
“the notion of territorial impacts is entirely absent” 
and that “no concrete references are made to the need 
for a more holistic impact assessment” (p. 149). 

Another set of documents dealing with TIA were 
the outcomes stemming from the EVALSED pro-
gramme concluded in 2008 (updated in 2013). 
According to Medeiros (2017), EVALSED took territo-
rial dimension of policy evaluation more into account. 

The European Commission released its first Impact 
Assessment (IA) guidelines only in 2005. Surprisingly, 
the guidelines did not include any reference to “ter-
ritorial impacts”; instead they have focused on the 

Tab. 1 Types of Impact Assessment.

Impact assessment focused on
Complex Impact Assessments

Economic dimension Environmental dimension Social dimension

Examples Cost-benefit analysis

Regulatory Impact 
Assessment

Environmental Impact 
Assessment

Strategic Impact 
Assessment

Poverty Impact Assessment

Health Impact Assessment

Territorial Impact Assessment

Impact Assessment (European Union)

Source: Author
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assessment of economic, social, and environmental 
impacts in a way that is complementary to SEA, and 
EIA (Tscherning, König, Birthe, Helming and Sieber 
2007). At the same time, during public consultation 
to the IA procedure, the EC published guidelines to 
assess regional and local impacts, which could be 
considered as the first EC attempt to establish a TIA 
procedure (Medeiros 2017). 

As a result of all these programs and activities, 
the awareness about TIA, at least on the European 
level, was growing. The European Commission doc-
ument “Investing in Europe’s Future – Fifth Report 
on Economic Social and Territorial Cohesion” includ-
ed a statement that “both policies with and without 
an explicit spatial dimension could benefit from an 
assessment of territorial impact” (European Commis-
sion 2010, p. 195).

However, at the beginning (in the 1990s and 
the 2000s), TIA was conceived rather as an ex-post 
assessment tool of the EU policies such as the Com-
mon Agricultural Policy or Transport and Trans-Euro-
pean Network Policies and was based on quantitative 
models (Fischer et al. 2015). 

The European Spatial Development Perspective 
Action Plan adopted in Tampere in 1999 defined the 
development of a TIA methodology as one of key tasks 
for the European Spatial Planning Observation Net-
work (ESPON) (Fischer et al. 2015). ESPON enabled 
to involve experts in the field of TIA and subsequently 
to support numerous research projects. Thus, it was 
the ESPON programme (established in 2002) that 
triggered the development of first rigorous TIA meth-
odologies. According to Medeiros (2017), the ESPON 
programme funded more than 20 analyses dedicated 
to the identification of impact of EU sectoral policies, 
but only a few of them could be regarded as TIA tools. 
Fischer et al. (2015) divide ESPON methodologies 
into several period which demonstrates gradual shift 
of TIA design.

First period (2004–2006) was characterized by 
use of quantitative models and ex-post assessment of 
particular European policies (e.g. Common Agricul-
tural Policy). During this period for instance STIMA 
(Spatial Telecommunications IMpact Assessment) 
methodology has been established (see ESPON 2004). 

Methodologies prepared in second period (2008–
2010) were still based on quantitative models, but 
focused mostly on ex-ante assessment. This was the 
case for instance for TEQUILA tool/model which 
included all dimensions and components of the con-
cept of territorial cohesion (Medeiros 2017), but the 
results were difficult to read (Medeiros 2017). Spe-
cific was ARTS methodology which admitted use of 
qualitative models and more participatory approach. 

Third period (since 2012) is connected especial-
ly with EATIA methodology which brings significant 
simplification of TIA procedure and use of qualitative 
methods. EATIA is still based on ex-ante assessment. 
Another step in a quest for simplification was the 

introduction of the TIA Quick Check Tool. This interac-
tive web-based tool was introduced by ESPON in 2015 
and enables to measure territorial impacts at the level 
of the NUTS 3 regions. The TIA Quick Check Tool Is 
based on the ESPON ARTS methodology and was pre-
pared by the Austrian Institute for Spatial Planning. 
However, according to Medeiros (2017), the TIA quick 
check tool is too simplified and does not include all 
crucial components of territorial impact evaluation. 
Medeiros (2017) calls for a more robust (and rele-
vant) evaluation technique, despite the fact that such 
techniques demand more resources and time. 

Overall, one can argue that TIA moved from a tool 
to be used for assessment of territorial impact of proj-
ects (Austria, Germany) to a tool used for evaluation 
of potential territorial impacts of policies. There have 
been even efforts to analyse territorial impacts of 
future trends (for instance Böhme and Lüer 2017). 

Broadly speaking, the methodology of TIA is sim-
ilar to those of EIA and SEA, or other impact assess-
ment tools. All of these methodologies “explore the 
causal links between proposed actions and impacts” 
(Perdicoulis et al. 2016, p. 42). EIA, SEA, or Cost Ben-
efit Analyses (CBA) methodologies can be considered 
as prescriptive regarding which procedures should 
be followed and which aspects should be addressed 
(Fischer et al., 2015). TIA, on the other hand, is sup-
posed to be more holistic, and should also take into 
account governance arrangements. According to 
Evers (2011), the emergence of TIA methodology has 
also been caused by the need “to gain information on 
policy effects within an increasingly fragmented pub-
lic sector” (p. 76).

Medeiros (2017) sees TIA as a tool with a signif-
icant potential to replace the EIA and SEA, since all 
existing TIA methodologies take into account the 
environmental dimension. However, it might be 
a challenging task, given the path-dependency of pub-
lic policies. Consequently, when compared to its pre-
decessors focusing on impacts in a narrow sense (EIA, 
SEA, CBA), TIA enables to evaluate a potential impact 
in a more complex way (Evers 2011).

Medeiros (2014) summarizes briefly all impact 
assessment tools and concludes that TIA is “the most 
difficult and complete IA procedure, since it needs to 
take into consideration all the aspects of territorial 
development (socio-economic, environmental, gov-
ernance and spatial organization)” (p. 198). However, 
according to Medeiros (2015), the territorial develop-
ment does not equal the sum of socio-economic and 
environmental impacts. Medeiros (2018 and 2019) also 
suggests to apply TIA to evaluate spatial planning pro-
cesses and (Medeiros 2019) and sectoral policies, for 
instance cross-border cooperation (Medeiros 2018).

According to Medeiros (2015), the economic 
dimension of policy evaluation has always been omni-
present because of the “strong position of economists 
in this particular scientific field of policy evaluation”. 
Medeiros (2015, p. 9) also explains that complex IA 
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tools started to be tested after some of the EU stra-
tegic documents explicitly recognized the “territorial 
dimension as a key element of policy intervention”. 
Medeiros (2015, p. 9) suggests that there is a main-
stream vision that policies should contribute primar-
ily to the economic development. Nevertheless, he 
calls for a more holistic approach that would take into 
account several other dimensions of development 
such as social cohesion, environmental sustainability, 
territorial governance and spatial planning. Similar-
ly, Zonneveld and Waterhout (2009) argue that TIA 
“has to focus on the impact of policy and contextual 
developments on the spatial organization and spatial 
position of spaces and places” (p. 3). 

3. TIA implementation in EU member states

TIA at the EU level certainly represents a valuable 
tool that helps to understand unintended territori-
al impacts of EU policies or new legislature. Never-
theless, such a tool at the EU-level cannot reflect all 
specificities at the national, regional, or local levels. 
Therefore, TIA at the EU level should be followed 
by national TIAs (Zonneveld and Waterhout 2009). 
However, according to Medeiros (2017), no EU mem-
ber state or other country has encoded a mandatory 
use of TIA. Consequently, the TIA procedures could be 
labelled as an “EU experiment” (Medeiros 2017).

In European countries, different techniques are 
employed to ensure that sectoral (non-regional) 
interventions are in line with the principles of region-
al policy (no matter how defined). Obviously, numer-
ous factors, including the governance system, admin-
istrative cultures, and political settings, influence the 
way (territorial) impact assessment is implemented 
(Meuleman 2015). Meuleman (2015) suggests that 
the governance approach may vary: it can be more 
market-driven in Anglo-Saxon countries, more net-
work-driven in northwest Europe, and more hier-
archical in Central, Eastern, and Southern Europe. 
Each governance system implies certain weaknesses, 
such as prioritization of efficiency in a market-driv-
en model, the risk of losing focus in a network-driv-
en approach, or rigidity in the hierarchical model 
(Meuleman 2015). 

Within the EATIA project, there were some, albeit 
limited, efforts to disseminate the European TIA meth-
odology to particular EU member states (Slovenia, Por-
tugal, the United Kingdom) (Fischer et al. 2015). One 
of the conclusions stemming from the dissemination 
of results was a suggestion that the TIA concept is flex-
ible enough to be adaptable to different policy-making 
traditions (Fischer et al. 2015). Although Slovenian 
(e.g. Golobic and Marot 2011) and Portuguese (e.g. 
Medeiros 2015) academics contributed significantly 
to the research in the field of TIA, both in Slovenia and 
Portugal TIA procedures are still rather unknown con-
cept (Marot 2015; Medeiros 2015). 

Regarding TIA implementation EU countries could 
be distinguished into several categories which are not 
mutually exclusive. First category consists of German 
speaking countries (chapter 3.1). Second category 
represents countries where focus on compliance 
with regional or sustainable development strategy is 
required when sectoral policies are designed (chap-
ter 3.2). Countries in third category (chapter 3.3.) 
enrich traditional impact assessment tools by terri-
torial aspects. Countries in fourth category (chapter 
3.4) elaborate Territorial Impact Assessment ad-hoc 
in order to assess impact assessment of large projects, 
or European directives/policies. 

3.1 TIA as a traditional tool in German speaking 
countries
Tools similar to TIA are used traditionally mostly in 
German-speaking countries. The roots of TIA can be 
traced back to tools used traditionally in Austria, Ger-
many, and Switzerland. Even the fact that the term ter-
ritorial impact assessment is directly translated from 
its German equivalent demonstrates that the roots of 
the tool can be traced in the German-speaking world 
(Othengrafen and Cornett 2013; Healy 2001). In Aus-
tria and Germany, TIA is used extensively for ex-ante 
evaluation of major projects. 

Particularly in Austria, the use of TIA can be traced 
back to 1959, thus even predating the introduction 
of EIA (Healy 2001). In German-speaking countries, 
competences of different levels of public administra-
tion (national, regional, and local) are set out very 
clearly (Tosics et al. 2010). This holds true for spatial 
planning as well. According to Tosics et al. (2010), 
the federal systems of Germanic countries result in 
a strong regional level of planning. 

Particular authors even declare that TIA is embed-
ded in Austrian, German, or Swiss Law (e.g. Zonne-
veld and Waterhout 2009). This was, nevertheless, 
dismissed by Dallhammer (2016) who argues that 
“Raumverträglichkeitsprüfung” (which is a tool shar-
ing similarities with TIA) is proceeded on volun-
tary basis and only in particular federal states (e.g. 
Carinthia). 

Paradoxically, Austria does not have a very strong 
explicit regional policy (Polvevari and Michie 2011). 
The Austrian Conference on Spatial Planning has 
been established only in 1971 in order to enhance 
cross-sectoral coordination. The body comprises 
representatives of the state (Bund), federal states 
(Länder), and municipalities. Each ten years the Aus-
trian Spatial Development Concept is adopted to coor-
dinate federal policies with spatial impact and poli-
cies implemented by Länder (Polvevari and Michie 
2011). Similarly, in Germany, sectoral policies are 
coordinated through the Regional Joint Task (Polve-
vari and Michie 2011). 

Germany evaluates ex-ante impacts of trans-
port infrastructure or large retail projects “to verify 
whether these are in line with the aims and objectives 
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of official planning policies” (Othengrafen and Cornett 
2013, p. 13). The process (called Raumordnungsver-
fahren) usually takes around three months. Accord-
ing to Healy (2001), the German procedure is focused 
on testing the conformity of new projects and new 
regional plans with existing plans. Bundesländers 
(sixteen units) are in charge of this process.

3.2 TIA as tool to align territorial priorities with 
sectoral and regional strategies
Such strategy is relevant for instance for Switzerland, 
where Sustainable Development Strategy 2016–2019 
states that the implementation of the document is 
coordinated by the interdepartmental Sustaina-
ble Development Committee, which is supposed to 
ensure the incorporation of sustainable development 
principles into sectoral policies (Swiss Federal Coun-
cil 2016).

Similar strategies are employed in Ireland, where 
the compliance of strategies at both local and regional 
levels with the Irish National Spatial Strategy is a key 
requirement (Hague 2010), and in Estonia (Ministry 
of Regional Development 2018) where compliance 
with the most important elements of the Estonian 
Regional Development Strategy for 2014–2020 is 
assessed while preparing new regulations, strategic 
policy documents, and grant schemes supported by 
the EU Structural Funds.

In Poland specific document entitled Territorial 
dimension of strategic documents have been pre-
pared in order to bridge the gap between territorial 
and sectoral strategic documents (Szlachta, Zaucha 
and Komornicki 2017). Similar tool with focus on 
operational programmes have been invoked in Cze-
chia (see chapter 4). 

3.3 TIA as an enrichment of traditionally used tools
This strategy is relevant for Finland, Belgium, or 
Denmark. Those countries use standard EIA, SEA, 
or Regulatory Impact Assessment (RIA) procedures 
and “upgrade” them, at least in some cases in order 
to assess wider development processes. Finnish EIA 
aims to evaluate not only the impact on human health 
and environmental aspects (soil, water, air, climate 
etc.), but also the impact on “the urban structure, 
buildings, landscape, townscape and cultural herit-
age”. (Ministry of Environment Finland 2009). Simi-
larly, in Wallonia the EIA procedure was adjusted in 
order to encompass certain aspects of TIA (Hague 
2001; Böhme and Lüer 2017). Denmark held discus-
sions regarding a holistic approach within the EIA 
procedure currently, as well (Kørnøv, Christensen and 
Nielsen 2005). In another cases the RIA is “upgraded”. 
This is the case for Belgium and its Flemish Region, 
where RIA includes the Sustainable Development 
Impact Assessment (OECD 2010; Huge and Waas 
2011). 

The United Kingdom has specific impact assess-
ment called rural proofing, which evaluates potential 

impacts on rural areas (Hague 2010). Rural proofing 
evaluates impacts on services, infrastructure, busi-
ness, employment, environment etc. (Department 
for Environment, Food and Rural Affairs 2017). In 
2011, IA Toolkit was published by the Department for 
Business, Innovation and Skills (2011). In the British 
context, IA is based mostly on a cost-benefit analysis. 
The use of impact assessments in the United Kingdom 
has been discussed in connection with Brexit, but no 
impact assessment of Brexit has been conducted so 
far. This was later criticized by Fischer and Sykes 
(2017), who suggested that impact assessment tak-
ing into account not just economic impact but a wider 
scale of impact should be conducted in case of Brex-
it, because it is clear that it is going to have uneven 
regional impacts. 

3.4 Ad-hoc use of TIA
Such TIAs were applied in Netherlands, Poland, or 
Lithuania. In the Netherlands, there is no standard 
TIA procedure. Large projects are usually assessed 
via a cost-benefit analysis. Currently, there are efforts 
to include a social dimension via a social cost-benefit 
analysis (Evers 2016). Nonetheless, the Netherlands 
experienced an ad-hoc implementation of TIA in con-
nection with possible regional implications of the 
EU’s policies. According to Evers (2011), the Dutch 
Ministry of Housing, Spatial Planning and the Envi-
ronment requested the Environmental Assessment 
Agency to conduct TIA as a reaction to the European 
territorial cohesion policy and to the energy-climate 
package. Evers (2011) stresses that “given the two 
very different points of the policy process, the studies 
are very different in character in terms of methodol-
ogy and conclusions” (p. 98). The TIA focusing on the 
European territorial cohesion policy was affected by 
not having a clear definition of territorial cohesion. In 
contrast, the energy-climate package had clearly stip-
ulated goals and it was thus ambition of TIA to find 
policy actions in order to meet targets. Ad hoc impact 
assessments are undertaken as well for large projects 
(Poland), or after implementation of the EU program-
ming period (Lithuania). 

4. Summary 

Table 2 shows that there is a rather limited use of 
Territorial Impact Assessment or similar tools across 
European countries. Nevertheless, according to sever-
al studies (e.g. Dabrowski 2012; Raagmaa and Stead 
2015), a certain trend towards Europeanization of 
public policies can be observed especially in Central 
and Eastern Europe, especially in the fields of spatial 
planning and regional policy. This might be seen, for 
instance, in Partnership Agreements signed between 
the European Commission and particular member 
states, which include an analysis of tools to be used by 
the member states to enhance the territorial approach 
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in implementation of the EU cohesion policy (Nosek 
2017).

The position of (spatial) planning in Central and 
Eastern European countries in the 1990s was difficult, 
mostly because planning of any kind was associated 
with the communist regime by both policy-makers 
and population in general (Raagmaa and Stead 2015). 

There is no doubt that an EU membership push-
es member states to adopt changes in the strategic 
planning process (Dabrowski 2012), including an 
application of more sophisticated methods in impact 
assessment. Therefore, it can be expected that some 
sort of mapping of territorial impact will become 
more embedded in spatial planning processes in the 
near future. 

Namely, some Central and Eastern European coun-
tries plan to apply impact assessments tools over the 
next few years. This is the case, for instance, in Roma-
nia, which expects that the methodology for mea-
suring territorial impact of sectoral policies will be 
approved by the Government following the approval 
of the Territorial Development Strategy (Ministry of 
Regional Development 2018). 

5. The case of Czechia

According to the law defining responsibilities of par-
ticular Czech ministries, the Ministry of Regional 
Development is obliged to coordinate other ministries 
in order to implement regional policy. Such setting 
might seem favourable for pushing sectoral ministries 
to reflect regional specifics. 

Nonetheless, the actual promotion of regional 
aspects into sectoral strategies and policy-making 
process cannot be taken for granted. Such promotion 
demands numerous discussions and eventually also 
political support – which is in Czech context frequent-
ly lacking. The Ministry of Regional Development is 

often considered less influential in comparison with 
Ministry of Industry and Trade or Ministry of Envi-
ronment. As a consequence, certain ministries see the 
territorial dimension concept as a threat and inter-
vention into its competencies. 

Czechia is one of the countries which do not use 
TIA methodology at the national level. However, an 
interest in the tool has been growing in recent years, 
similarly to other Central and Eastern European 
countries and certain measures have been taken to 
adjust sectoral policies in order to reflect territorial 
specificities.

5.1 TIA at the policy level in 2014–2020 
programming period
According to the Partnership Agreement between 
the European Commission and Czechia concluded in 
2014, the territorial dimension is in the Czech context 
understood as a possibility to concentrate resources 
from the European Structural and Investments Funds 
(ESIF) in specific types of territories supporting both 
competitiveness and moderating territorial dispari-
ties (social, economic, environmental). 

In Czechia, a relatively comprehensive approach 
to incorporate the territorial dimension into the pro-
grammes within the period 2014–2020 was devel-
oped. In particular, a special document called the 
National Document for Territorial Dimension (NDTD; 
Ministry of Regional Development 2015) was pre-
pared with the aim to identify, which specific goals 
should be preferred in specific types of territories. 

The incentive for its existence came implicitly from 
the European Commission, which pushed for more 
territorially sensitive implementation of European 
Structural and Investment Funds. This document also 
served as a “substitute” for Czech NUTS II regions 
which implemented its own regional operational pro-
grammes in 2007–2013 programming period.

Tab. 2 Typology of TIA use in EU member states and Switzerland.

Type of TIA use Description Countries

TIA encoded in the law TIA used extensively for ex-ante impact 
assessment of large infrastructure projects Germany, Austria

TIA as tool to align of territorial priorities 
with sectoral and regional strategies

Compliance of policies, plans, or strategies 
compared with main regional development 
strategies 

Estonia, Ireland, Switzerland, Poland

TIA as an enrichment of traditionally used 
tools

Territorial aspects more or less incorporated 
into existing evaluation techniques Belgium, Finland, Greece, Denmark, Great Britain

Ad-hoc TIA
TIA used “when needed” such as before 
implementation of European directives and 
policies into national contexts 

Netherlands

No TIA procedure Mostly Central and European countries 
declare no use of standard TIA procedures 

Slovakia, Slovenia, Hungary, Lithuania, Latvia, 
Romania, Bulgaria, Croatia, Czechia, Portugal

No relevant information founded
During desk research no relevant information 
regarding TIA in seven EU countries has been 
found 

Sweden, Malta, Cyprus, Spain, Italy, France, 
Luxembourg

Source: Author
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Overall, eight types of specific territories have 
been identified in the NDTD (e.g. for urban areas, for 
rural areas, for socially excluded localities, for solving 
labour market problems, for enhancement of entre-
preneurship etc.). 

NDTD could be understood as a kind of ex-ante 
TIA. This document indicates which measures will 
most likely have uneven territorial impacts, similar-
ly to concepts described in the previous chapter and 
applied by ESPON or by particular countries (e.g. 
Austria or Germany). However, in contrast to ESPON 
models, in Czechia, no data analysis has been per-
formed in order to decide which specific goals should 
have the territorial dimension. 

The NDTD also specifies the volume of funds that 
the state will distribute via the territorial dimension. 
Resources used for addressing the territorial dimen-
sion include funds distributed through tools designed 
to support urban development (i.e. Integrated Terri-
torial Investments and Integrated Territorial Devel-
opment Plans) and tools aimed at rural development 
(Community-led Local Development). The total allo-
cation is expected to be approximately 8 billion EUR, 
which is almost one third of the Czech allocation from 
the EU European Structural and Investment Funds. 

The very existence of the NDTD might be seen as 
progress in promoting the territorial dimension into 
sectoral policy making. However, the NDTD was the 
first document of its kind implemented in Czechia 
and suffers from several weaknesses. The NDTD was 
arguably created too late, since it was finalized well 
after the finalization of operational programmes. Ter-
ritorial dimension was thus not implemented into 
the operational programmes, but it was described 
ex-post, based on discussion with responsible minis-
tries/managing authorities. 

The NDTD does not cover national grant schemes 
and currently, there is no alternative document 

stipulating the territorial dimension within nation-
al grant schemes or national sectoral policies. For 
example, even the Regional Development Strategy 
2014–2020 does not stipulate how sectoral policies 
are supposed to reflect territorial specificities. The 
Czech Regional Development Strategy only identi-
fies micro-regions of 57 municipalities with extend-
ed powers as “economically weak” and without any 
further specification states that these micro-re-
gions should be taken into account within sectoral  
policies. 

Each year, progress evaluation in implementa-
tion of the NDTD is to be prepared. This evaluation 
should be primarily based on an analysis of particular 
calls for proposal and on an analysis of allocation of 
funds. So far, evaluation has been prepared for years 
2015, 2016, and 2017. According to the evaluations 
for the period 2015–2017, the calls were in most 
cases targeted at territories specified by the NDTD. 
Analyses of spatial distribution of allocation of funds 
have been limited by poor quality of available data-
bases, in which a large proportion of projects did not 
include information concerning their localization at 
the municipal level. Nonetheless, available data sug-
gest that the share of the Cohesion policy expected by 
NDTD to be spend on the territorial dimension has 
been achieved. 

The analysis of individual calls for proposals raised 
several important questions. First, the pivotal ques-
tion was which calls should be declared as taking into 
account the territorial dimension. The NDTD did not 
include any rigorous methodology in order to assess 
calls with regard to its territorial dimension. Eventu-
ally, four types of possible scenarios have been identi-
fied by the Ministry of Regional Development:

– The call is focused exclusively on a specific territo-
ry (for instance, on a selected NUTS 2 region). 

Tab. 3 Territorial dimension in operational programmes in Czechia in 2014–2020.

Operational Programme Level of Territorial 
Dimension Description of Territorial Dimension

Integrated Regional OP High
Specific calls for certain type of regions (e.g. regions with socially excluded 
localities); Funds in certain calls distributed in accordance with regional 
needs. 

OP Entrepreneurship and Innovation for 
Competitiveness High Regions with high unemployment rate or economically weak regions 

benefited in selection process. 

OP Transport Medium Projects contributing to regional development priorities supported 
primarily. 

Rural Development Programme Medium Most of the activities within Community-led Local Development financed via 
Rural Development Programme. 

OP Research, Innovation and Education Medium Local and regional action plans in education define local/regional priorities 
in elementary schools and high schools. 

OP Environment Low In certain cases specific territorial dimension applied – for instance localities 
specified in flood plans. 

OP Employment Low Except of labour market policy. 

OP Prague – Growth pole Not Relevant Focused only on the Capital City of Prague. 

Source: Author
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– The call explicitly declares the distribution of funds 
among a specific type of regions/municipalities.

– The call sets up the criteria favouring particular 
regions (e.g. those with an above-average rate of 
unemployment).

– The call is focused on addressing specific problems 
that are concentrated in certain regions/territories 
(i.e. implicit territorial dimension). 

When applying such criteria, it appeared that most 
calls that were expected to have a territorial dimen-
sion indeed incorporated it in one way or another into 
the calls’ designs. 

The Ministry of Regional Development itself man-
ages in 2014–2020 programming period Integrated 
Regional Development Programme, which is seen as 
a flagship programme for regions and cities. Certain 
important aspects of regional development were 
however implemented by other (sectoral) ministries, 
as well. 

Table 3 summarizes operational programmes 
implemented in 2014–2020 programming period and 
territorial dimension expected by National Document 
for Territorial Dimension. 

5.2 Territorial dimension expectations in post-2020 
period
Discussions regarding implementation of post-2020 
programming period are already underway. Following 
significant growth of Czech economy in recent years, 
large decrease of European funds allocation in Czechia 
is expected in post-2020 period. Thus, the Regional 
Development Strategy post-2020 aims to define the 
territorial dimension within particular national sec-
toral policies in addition to the territorial dimension 
embedded in operational programmes supported via 
the European Structural and Investment Funds.

Discussion with bodies responsible for sectoral 
policies again shows scepticism of sectoral minis-
tries regarding the role of Ministry of Regional Devel-
opment. Promotion of regionally sensitive policies 
is often understood as a unnecessary intervention 
which put artificial element into the policy-making 
process.

Regional Development Strategy post-2020 aims 
to elaborate only topics with identified territorial 
dimension and is supposed to be more specific with 
comparison to its predecessor. Thus, key questions 
appearing during most of the discussions are: (1) 
which topics have territorial dimension (i.e. needs 
territorially sensitive solutions), and for those which 
have, (2) how it can be defined in particular fields? 
Apparently, the debate is often affected by conflicting 
motivations of particular stakeholders. While repre-
sentatives of rural areas, cities and regions have a ten-
dency to promote territoriality as much as possible, 
ministerial officers tend to declare that certain fields 
(and respective policies) are spatially blind and no 
significant regional adjustments are needed.

It might be argued that “territorial” stakeholders 
aim to ensure allocation of funds in future policies 
implementing the strategy. In their understanding, 
more territoriality equals higher chances to get fund-
ed. Ministries, on other hand, aim to avoid, from their 
point of view, unnecessary intervention into their pol-
icies. In such context, the role of Ministry of Regional 
Development might be seen as of a mediator.

5.3 TIA at the Project level
Until 2016, there was no certified TIA methodology 
in Czechia at the level of projects. Finally, in 2016, the 
Ministry of Regional Development published project 
impact assessment methodology prepared in cooper-
ation with regional policy experts. Following the pub-
lication of this methodology, the Ministry of Regional 
Development plans to start a project (to be imple-
mented in 2019–2020) aimed at raising awareness at 
the methodology and to train public officials who will 
be implementing the methodology on all hierarchical 
levels – national, regional, and municipal. There is 
also a plan to develop a software tool to guide poten-
tial users through the methodology. 

This TIA methodology has been inspired by simi-
lar documents based on the initiative of the Europe-
an Commission (especially EC 2009), which includes 
a list of potential impacts that should be taken into 
account when evaluating possible impacts of EU pol-
icies. Therefore, the Czech methodology designed at 
the project level has been developed on the basis of 
the EU methodology, which, however, targeted the lev-
el of policies. 

The TIA procedure is divided into two steps. In the 
first step, the evaluator must assess overall quality of 
the project proposal and decide whether the project 
will have a significant territorial impact or not. The 
potential impact is evaluated in the following fields: 
employment, environment, transport, market, quality 
of life, and public services. The evaluator must also 
assess what the level of impact is (average, important, 
and fundamental). 

Project proposals that are considered as those with 
a potential socioeconomic impact are subject to fur-
ther analysis. The subsequent procedure of the TIA 
differs based on the scale of the potential impact in 
the above-listed fields. 

Prior to 2016, TIA or similar methodologies were 
only exceptionally applied in Czech regions and/or 
municipalities. One of these exceptions was the city 
of Litoměřice in Northern Bohemia, whose repre-
sentatives decided to establish a procedure analog-
ical to TIA in order to measure the possible impact 
of project proposals supported by the city from the 
economic, social, and environmental point of view. 
The assessment is undertaken by “Sustainable Devel-
opment Strategic Team” consisting of the mayor or 
his/her deputy, members of the department of stra-
tegic development and the department of sustain-
able development, and members of other relevant 
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departments (depending on type of the project). The 
resulting assessment is subsequently presented to 
the political representation and forms the basis for 
the decision-making process. This process is sim-
ilar to the one employed in Austrian Carinthia, as 
described in Chapter 3. However, city representatives 
are not obliged to follow recommendations of this 
assessment.

6. Conclusions

Studies in the sphere of regional policy and region-
al development have emphasized uneven territorial 
impacts of non-regional public policies for a long time. 
Over the past two decades, the search for a sophis-
ticated tool that would enable to analyse territorial 
impacts of proposed interventions has already found 
several potential solutions. 

Nevertheless, the ambitions behind the search for 
a suitable TIA methodology seem to be conflicting. On 
the one hand, the tool is supposed to be sophisticated 
enough to take into account all potential territorial 
impacts, while, on the other hand, it should be sim-
ple enough to serve the purposes of public officials 
in the sphere of regional development at all levels of 
public administration. This is hardly realistic. Never-
theless, the paper suggests that the territorial impact 
assessment is a tool that is developing quite dynam-
ically both at the EU level and at the level of member  
states. 

The process of developing TIA methodologies is 
still under-researched. The aim of this paper was to 
contribute to research of TIA via an analysis of the 
extent and form to which the EU member states imple-
ment the TIA methodology within their policy-making 
processes. Specific attention was paid to the case of 
Czechia, which recently witnessed an upsurge in the 
interest of public officials in the TIA methodology at 
the national level. 

The first question posed in this paper was focused 
on the current state of affairs in European countries 
regarding the use of Territorial Impact Assessment 
or a similar tool. It can be concluded that while the 
European Commission has been a clear leader in 
developing new (and in the past decade largely sim-
plified) methods of territorial impact assessment, the 
EU member states have not paid similar attention 
to measuring territorial impacts despite the recent 
incorporation of territorial cohesion among the Euro-
pean Union goals. From author’s overview follows 
Germany and Austria lead the way towards sound TIA 
implementation. Several other countries aim at intro-
ducing at least simple methods to measure uneven 
territorial impacts of public policies (Estonia, Roma-
nia). This process might be seen as another proof 
of Europeanization of public policies in Central and 
Eastern European countries (Dabrowski 2012; Raag-
maa and Stead 2015). 

The second question focused solely on the recent 
development of TIA in Czechia. In this country, in 
order to encompass the territorial dimension within 
the operational programmes for the EU 2014–2020 
programming period, the National Document for Ter-
ritorial Dimension has been approved by the govern-
ment. It is the first document of its kind and, despite 
some shortcomings, it forced the sectoral ministries 
to take the territorial dimension into account by one 
way or another during implementation of operation-
al programmes they are responsible for. Nevertheless, 
a large variety of interpretations of the term territorial 
dimension have been observed during the implemen-
tation phase of particular operational programmes. 

Finally, at the project level, a significant achieve-
ment has been recently accomplished in Czechia, as in 
2016 a TIA methodology at the project level has been 
published by the government. This came just in time 
to assist some more active cities and regions in their 
attempt to design an impact assessment approach to 
their own projects. Thus, the recently published TIA 
methodology can stimulate stakeholders at the local 
and regional level to deal seriously with uneven ter-
ritorial impacts of various public interventions. The 
extent to which this potential to deliver more effective 
and efficient public policies will be used by local and 
regional actors remains to be seen 

Consequently, a thorough analysis of advances 
made in the field in various countries should be sub-
ject to further research. 
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ABSTRACT
The morphometric analysis of lineaments, valleys and signs of erosion taken from a digital elevation model (DEM) made it possible 
to not only confirm most of the conclusions of the morphotectonic development of the Blue Nile Basin from the previously pub-
lished results of structural, petrological, tectonic and geochronological analyses, but also to expand our knowledge by applying 
several new hypotheses. The relative age of the morpholineaments of particular directions was estimated from the character 
of topographic profiles. Faults, lineaments and valleys are predominantly oriented in a direction compatible to the published 
concepts of the tectonic development of the area. Overall, the most abundant NE-SW and NNE-SSW lines reflect a change of 
extension from a NW-SE to WNW-ESE direction during the Pliocene, in relation to the creation and development of the Main 
Ethiopian Rift (MER). This is confirmed by a more developed character of the valleys and less pronounced erosion activity of the 
NE-SW oriented valleys contrary to the deeper narrower NNE-SSW valleys characterised by downward and headward erosion in 
the second direction. The most pronounced morphological manifestations of the E-W extension of the MER and western Afar 
during the Quaternary are confined to the borders of the MER. The directions of the Pre-Neogene rift structures to the NW-SE and 
WNW-ESE are compatible with the oldest elements of the current landscape and with the relict fragments of the valley network 
on the SE boundary of the upper Blue Nile Basin, which could have been drained across current shoulders of the MER to the S and 
E before the Late Miocene.
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1. Introduction

Lineaments are linearly arranged elements of the 
landscape – linear sections of a valley, ridges or 
straight sections of slopes – should be considered as 
a potential zone of brittle fractures of bedrock and/
or the concentration of erosion processes with an 
influence on the geomorphological evolution of an 
area (Abdullah et al. 2010). An analysis of the linea-
ments can give an insight into landscape evolution, 
thus providing information on tectonic activity over 
large areas, which is particularly useful for areas with 
limited field access (Ehlen 2004), like the Ethiopian 
Highlands. Recently, the lineaments are increasingly 
used not only as a surface expression of individual 
faults (fracture zones) but their statistics is used also 
to define/confirm the character (directions) of the 
palaeomorphotectonic stress fields (Minár and Sládek 
2008; Koronovskya et al. 2014; Šilhavý et al. 2016).

In this paper we aim to understand relations 
between landforms and the tectonic structures of the 
Ethiopian Highlands, as the region is strongly influ-
enced by tectonics (Kazmin 1975; Pik et al. 2003; Bey-
ene and Abdelsalam 2005; Gani and Abdelsalam 2006; 

Gani et al. 2007, 2009; Wolela 2010). We focused on 
the upper part of the Blue Nile Basin.

The main objectives of this work are to: 1) analyse 
the morpholineaments, faults and valley networks 
of the Blue Nile Basin and their interrelationships; 
2) study the relation between the morpholineaments 
and the geomorphological evolution, in order to 
determine which elements are potential zones of brit-
tle fractures of bedrock and serve as concentrations 
for erosion processes; 3) identify areas with the most 
dynamic changes of valley networks.

Several works deal with the tectonic and volca-
nic history of the upper part of the Blue Nile Basin 
(Abebe et al. 1998; Chorowicz et al. 1998; Wolfenden 
et al. 2004; Pik et al. 1998, 2003; Kieffer et al. 2004; 
Gani et al. 2009); however, less attention has been 
paid to the related geomorphic development. Local 
morphotectonic and morphodynamic aspects have 
mainly been investigated (Ayalew and Yamagishi 
2003; Ismail and Abdelsalam 2012; Kusák et al. 2016; 
Mäerker et al 2016; Kycl et al. 2017; Gani and Neupne 
2018). Works by Gani and Abdelsalam (2006) and 
Gani et al. (2007) deal most comprehensively with 
the selected aspects of geomorphic development. 

Fig. 1 Map of the Blue Nile basin and adjacent area, Ethiopian Highlands. Subregions particularly analyzed in the following text:  
1 – the Jemma River; 2 – Beshlo Wenz River; 3 – Volcanoes Mt. Choke and Mt. Gish; 4 – Lake Tana; 5 – Didessa River and Baro River;  
A – Guder River and Muger River.
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They refuse the older idea that present physiography 
of the elevated plateau exists since the Oligocene (e.g. 
Pik et al. 2003) and they argue that the rapid increase 
of incision rate of the Blue Nile initiates ca. 10 Ma ago. 
This paper presents evidence from satellite data that 
support young (Late Miocene – Quaternary) increas-
ing morphotectonic activity of the territory, specifying 
directions and space impact of palaeomorphotectonic 
fields on the land surface development. 

2. The study area: geomorphological  
and geological settings

The study area includes the Blue Nile Basin between 
Lake Tana and the Roseires water reservoir  
(175,400 km2) and the adjacent area (Figure 1). The 
Blue Nile Basin consists of a large plateau that is 
inclined from the border of Afar and the MER (more 
than 3,000 m a.s.l.) to the W and NW (approximately 
2,000 m a.s.l.). Huge Neogene shield volcanoes tower 
up to 2,000 m above the plateau, and smaller strom-
bolian Quaternary volcanoes are concentrated to the 
SSW of Lake Tana reach several hundreds of meters 
at most (Kieffer et al. 2004). Pliocene and Quaternary 
tectono-thermal uplift of the rift shoulders and a swell 
centred on the Lake Tana basin are responsible for the 
recent elevation of the plateau (Chorowicz et al. 1998; 
Ismail and Abdelsalam 2012; MacGregor 2015; Gani 
and Neupne 2018). Uplift caused the rivers to cut into 
the bedrock and divide the area by canyons and deep 
valleys with steep slopes linked to faults in the east-
ern part of the study area (Gani et al. 2009). An older 

landscape area at a lower elevation and with gentle 
valley slopes is situated in the western part of the 
study area and the Blue Nile flows through the basin 
with a low vertical division (Figure 1). 

The modern topography of the area formed Tertia-
ry and Quaternary volcanism and tectonics. The uplift 
of the Ethiopian Highlands (during the last 29 Ma)  
and opening of the MER (during the last 18 Ma) has 
led to the formation of faults and cracks (Kazmin 
1975; Pik et al. 2003; Beyene and Abdelsalam 2006; 
Gani et al. 2007; Gani et al. 2009; Wolela 2010; Ismail 
and Abdelsalam 2012). 

The plateau in the eastern part of the study area is 
built by various types of Cenozoic volcanic rocks and 
several Cenozoic volcanoes tower above it. Erosion 
by the Blue Nile and its tributaries exposed Jurassic 
and Crateceous sedimentary complexes in the valleys 
incised into the plateau. The western part of the study 
area is built by a Precambrian crystalline complex and 
volcanics (Figure 2; Mangesha et al. 1996). 

The Ethiopian Highlands are marked by a num-
ber of faults increasing from the west to the east, 
where they border the MER – part of the East African 
Rift (Chorowitz 2005). The oldest Permo-Trias and 
Crateceous-Palaeogene rift systems in the study area 
have a NW-SE orientation (Gani et al. 2009; MacGre-
gor 2015). The main phase of extension in the MER 
started approximately 11 Ma (Ukstins et al. 2002) 
and the majority of fault activity occurred in the last 
5–9 Ma, and particularly in the last 1–2 Ma (MacGre-
gor 2015). The NW-SE Late Miocene extension formed  
NE(NNE)-trending faults (Wolfenden et al. 2004; Gani 
et al. 2009). E-W and NNE-SSW Quaternary extensions 

Fig. 2 Geological map of the Blue Nile basin and adjacent area, Ethiopian Highlands (scale 1 : 250,000; after Mangesha et al. 1996).
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opening the MER are related to the development of 
E-trending transverse faults. N-ESE- and NW-trending 
extensional structures are connected with the NE-SW 
Quaternary extension in southern Afar and the E-W 
extension in western Afar (Gani et al. 2009). To the 
west of Addis Ababa, an elongated Yerer-Tullu Wellel 
volcano-tectonic lineament is probably an inherent 
structure, which has decoupled the Northern Ethiopi-
an Plateau and the MER as a transtensional dominant-
ly oblique E-W to ENE-WSW structure since the Late 
Miocene (Abebe et al. 1998).

3. Materials and methods

3.1 Digital Elevation Model (DEM) and satellite 
images
In this paper we use the SRTM DEM 1 Arc-Second Glob-
al version (resolution ≈ 30 m), which was released in 
September 2014. Shaded relief images with varying 
directions of illumination were created in ArcMap 10.2 
(ESRI 2015) using the hillshade tool (Spatial Analyst 
Toolbox  Surface toolset). Various elevation angles 
of the illumination source (30°, 35°, 40° and 45°) and 
four different values of illumination azimuth 1) from 
the north (solar azimuth of 0°), 2) from the north-east 
(solar azimuth of 45°), 3) from the east (solar azimuth 
of 90°), and 4) from the south-east (solar azimuth of 
135°), were used in order to assure the independency 
of the results from the direction of illumination. This 
procedure maximizes the visualization of a surface for 
better observation and graphical display, to allow for 
the extraction of lineaments by using shaded-relief 
process by changing the illumination azimuth (Smith 
and Clark 2005; Ahmed et al. 2017). 

3.2 Analysis of linear features
In the selected areas of the Ethiopian Highlands we 
mapped the linearly arranged elements of the land-
scape, for example linear sections of valleys, ridges or 
straight sections of slopes. These linear landforms and 
structures were manually mapped from: a) digital ele-
vation model (hillshade images of various elevation 
angles of the illumination source and solar azimuths), 
and b) satellite images of Google Earth (pixel size of 
15 m, scale 1 : 100,000), and subsequent overlapping 
of the layers (according to Wladis 1999; Ehlen 2004). 

Many of these long linear structures are parallel 
to each other and the processes forming the current 
landscape are concentrated there. In order to deter-
mine whether certain parallel linear structures are of 
the same age and were created by the same process 
(tectonic activity and erosion), the parallel mega-lin-
eamentswere marked with the same colour (red, 
green, blue, etc.). The shortest length of the mega-lin-
eamentswas 20 km. Shorter linear structures (length 
< 20 km) are called lineaments and thousands of them 
are seen on the Ethiopian Highlands. We mapped the 
linearly arranged elements of the landscape (the 

mega-lineamentsand lineaments) for an analysis of the 
main directions of the landscape forming processes.  
The faults in the Ethiopian Highlands were taken from 
the geological map of Ethiopia (scale 1 : 250,000;  
Mangesha et al. 1996).

A valley network model for the Ethiopian High-
lands was extracted from SRTM DEM by following 
method of Jenson and Domingue (1988) and using 
ArcHydro tools in ArcGIS 10.2.: Fill  Flow Direction 
 Flow accumulation (ESRI 2015), i.e. the valley net-
work was identified by analysing the flow accumula-
tion after a filling function that was applied to remove 
sink-like artefacts caused by noise and inaccuracies 
in the original DEM dataset. The threshold of con-
tributing area for the valley network generation was 
1,000 pixels (0.9 km2). For the analysis of the azimuth 
of stream channels, we converted the valley network 
raster into a vector format.

The azimuths of megalineaments, lineaments, and 
faults were determined in terms of the orientation 
of lines to the coordinate system and the azimuth of 
stream channels was also determined as the orienta-
tion of the stream channels (i.e. parts of valleys from 
the valley heads to the first point of the valley conflu-
ence; or parts of valleys between two valley connec-
tion points) to the coordinate system. The azimuths 
were illustrated by rose diagrams, which are divided 
into 72 intervals of 5° (360° in total). The numbers of 
lines in the rose diagrams were multiplied (weighted)  
by their length according to Belisario et al. (1999), 
Ciotoli et al. (2003) and Kusák et al. (2016).

Moreover, several types of profiles were created: 
1) valley cross-sections which are in figures depict-
ed by different colours (e.g. green, red) to determine 
the erosion intensity and (if possible) the relative age; 
2) long profiles in the landscape to reveal the possibil-
ities of river piracy; 3) profiles perpendicularly to the 
MER margin to reveal its block structures.

4. Results

4.1 Aggregated characteristics 
In the eastern part of the Blue Nile Basin the old 
plateaus are strongly eroded by fluvial erosion and 
they recede in favour of expanding deep valleys. The 
fragments of the plateaus consist of Paleocene-Oligo-
cene-Miocene basalts and tuffs and deeply cut valleys 
are also located there. In the western part of the Blue 
Nile Basin, Precambrian rocks are exposed (Figure 2).

A total of 161 mega-lineaments(with an aver-
age length of 60 km), 1,264 faults (with an average  
length of 21 km), 3,429 lineaments (with an average 
length of 10 km) and 81,137 valleys segments (with an 
average length of 2.3 km) were mapped and analysed in 
the upper part of the Blue Nile Basin. The results were 
then compared using azimuths and rose diagrams 
(Figure 3). The analysis revealed that the mega-lin-
eaments(Figure 3A,B) and faults (Figure 3C, D)  
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are strongly correlated and concentrated into two 
directions: azimuth 20° (NNE-SSW orientation; red 
lines in Figure 3A) and azimuth 40° (NE-SW orienta-
tion; green colour in Figure 3A). The third-most domi-
nant direction being E-W (azimuth 90°) is clearly visi-
ble in the lineaments. It has not a significant reflection 
in mapped faults, however Abebe et al. (1998) and 
Gani et al. (2009) also mentioned important faults 
of this direction. Smaller concentrations of linear 
features were also identified in the following direc-
tions: ENE-WSW (azimuth 80°; blue lines), WNW-ESE 
(azimuth 115°; brown lines), NW-SE (azimuth 145°; 

orange lines), NNW-SSE (azimuth 170°; violet lines) 
and N-S (azimuth 0°, black lines). Not all these direc-
tions are clearly reflected in aggregated faults but can 
have a fault reflection at a local level. 

4.2 Local scale analysis
The sub-regions 1–5 from Figure 1 were chosen in 
order to represent various types of landscapes in the 
upper part of the Blue Nile River Basin. Sub-regions 1 
(covering the area of 18,800 km2) and 2 (11,500 km2) 
are on the boundary of the Ethiopian Highlands close 
to the MER. Sub-region 3 (20,500 km2) is a typical area 

Fig. 3 A) Map of megalineaments; B) rose diagram of megalineaments; C) map of faults; D) rose diagram of fault azimuths;  
E) map of lineaments; F) rose diagram of lineament azimuths.
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adjacent to the central volcano, while sub-region 4  
(21,000 km2) represents the Lake Tana area. Sub-re-
gion 5 (35,000 km2) in the southwest represents 
a highly-eroded part (i.e. the lowest part) of the Ethi-
opian Highlands.

It is evident that the NE-SW direction (green lines) 
is important in the sense of the valley evolution. This 
is true across all of the sub-regions, regardless of the 

type of relief, and could represent an old structural 
predisposition, which influenced the valley network 
evolution in the Ethiopian Highlands.

4.2.1 The Jemma River
The local scale analysis of sub-region 1 in the catch-
ment of the Jemma River revealed that apart from the 
importance of the NE-SW orientation (azimuth 40°; 

Fig. 4 The sub-region 1 (Jemma River Basin sub-region): A) map of the valley network and valley border; B) map of megalineaments, faults 
and lineaments; C) rose diagram of valley network azimuths; D) rose diagram of mega-lineamentsazimuths; E) rose diagram of fault azimuths; 
F) rose diagram of lineament azimuths.
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Fig. 5 Profiles in sub-region 1 (Jemma River Basin). Profiles 1–21 are valley cross-sections across green lines and profiles 22–33 are valley 
cross-sections across red lines; A – longitudinal profile No. 34 along a single red line (a site with a tendency for river piracy).
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green line), the NNE-SSW orientation (azimuth 20°; 
red line) plays a more significant role in the valley 
network evolution and lineament depiction. The rose 
diagram for the faults suggests tectonic predisposi-
tion. Both directions (green and red) have a similar 
azimuth (40° and 20°, respectively); however, they 
are sharply bounded and distinguished in the rose 

diagrams (Figure 4). The shapes of the red line val-
ley cross-sections suggest more intensive downward 
erosion compared to the green line valley cross-sec-
tions, which suggests that the red line direction is 
younger (Figure 5). One site with a tendency to river 
piracy was also positively identified along one of the 
red lines (Figure 5A). The headward erosion is strong 

Fig. 6 Sub-region 2 (Beshlo Wenz River Basin sub-region): A) map of the valley network and valley border; B) map of megalineaments, faults 
and lineaments; C) rose diagram of valley network azimuths; D) rose diagram of mega-lineamentsazimuths; E) rose diagram of fault azimuths; 
F) rose diagram of lineament azimuths.



Influence of neotectonics on land surface evolution 137

Fig. 7 Profiles in the Beshlo Wenz River Basin sub-region. Note: Profiles 1–10 are cross-sectional profiles directed across the valley marked  
by green lines; and 11–23 are cross-sectional profiles directed across the valley marked by red lines. Profiles 24–35 are cross-sectional profiles 
directed across the valley marked by an orange line.
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from both sides of the two different valleys and river 
piracy can be expected to happen soon because the 
remnant of the original relief created by the basalt 
layer is only 1.3 km wide. 

It is clear that the shape of the cross-sectional pro-
file is influenced by several processes (or predispo-
sitions), including intensity and type of erosion, dis-
charge and lithology; nevertheless, the set of profiles 
will reveal the general trend in valley evolution (if the 
lithology is homogeneous), which can be compared 
to other sub-regions. Valley cross-sections along the 
green lines (profiles 1–21 in Figure 5) are wider and 
more open compared to the profiles along the red 
lines (especially profiles 26–33), which are more 
narrow and tighter. This is regardless of the position 
of the valley in the river network system i.e. profiles 
of one direction are similar in the upper, middle and 
lower parts of the valley system.

4.2.2 Beshlo Wenz River
The valley network predisposition of the landscape 
evolution in the Beshlo Wenz Basin (sub-region 2) is 
similar to the Jemma River Basin. However, the faults 
do not have an azimuth of 20°, but the NNW-SSE ori-
entation (azimuth 170°; violet colour on the graphs) 

is well pronounced (Figure 6). The Afar area adjacent 
to the Blue Nile Basin, is also included in this sub-re-
gion. The Rift has a NNW-SSE direction herein. Bor-
der faults (violet colour) are reflected in lineaments 
and megalineaments. The rose diagram for the valley 
network is rather complex because the western part 
is similar to sub-region 1 (Jemma River Basin), while 
the eastern part bears significant features of the slope 
facing the MER.

In accordance with sub-region 1, the valleys in the 
Beshlo Wenz catchment lying along green lines, are 
again more open and wide, while those running along 
the red lines are markedly incised (Figure 7). The only 
exceptions are profiles 3 through 6, and 10 (closest 
to the rift, Figure 7), which are also very narrow like 
those connected to the red lines. The area next to the 
border of the MER is under very intensive young evo-
lution (strong downward erosion) regardless of the 
type of valley (red or green lines).

Several tectonic blocks evolved on the east-fac-
ing slope of the rift, which are asymmetrical in their 
cross-sectional profile and retain small lakes (Figure 8).  
The drainage in a NNW-SSE orientation is modified by 
strong headward erosion along the steep, east-facing 
fault slope. In our fieldwork, we identified the case of 

Fig. 8 Cross-sectional profiles oriented towards the MER. Tectonic blocks, which are asymmetrical in the cross-sectional profiles evolved here 
and retain Lake Hayk (A), Lake Hardibo (B) and Lake Mybar (C).
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Lake Mybar (Figure 8C) – the lake is drained to the 
east nowadays because a small river reached the lake 
shore due to very intensive headward erosion and the 
former drainage to SSE was abandoned. 

In this locality the tectonic predisposition is rep-
resented by faults with an azimuth of 20°. This is also 
the area with highest frequency of faults. Neverthe-
less, 30 km to the north the tectonic predisposition 
is changing in connection with the main structures 
of the rift. Lake Hardibo (Figure 8B) is predisposed 

by tectonics with an azimuth of 170° (NNW-SSE 
orientation) depicted by a violet colour in Figure 
6 and 8, while in the surrounding of the adjacent 
Lake Hayk (Figure 8A) both NNE-SSW and NNW-SSE 
trending faults were identified (red and violet lines, 
respectively).

4.2.3 Volcanoes Mt. Choke and Mt. Gish
The situation around the volcanoes of Mt. Choke 
(4,100 m a.s.l.) and Mt. Gish (2,890 m a.s.l.) is rather 

Fig. 9 Sub-region 3 (Mt. Choke and Mt. Gish volcano sub-region): A) map of the valley network and valley border; B) map of mega-
lineaments, faults and lineaments; C) rose diagram of valley network azimuths; D) rose diagram of mega-lineaments azimuths; E) rose 
diagram of fault azimuths; F) rose diagram of lineament azimuths.
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simple. The valley system reflects the position of the 
volcanoes in this sub-region (radial network with 
preferences towards certain directions); nevertheless, 
all other rose diagrams show NE-SW trending faults, 
lineaments and mega-lineamentswithout any influ-
ence of the younger NNE-SSW tectonics (Figure 10). 

The long valley system between the volcanoes of 
Mt. Choke and Mt. Gish is probably a part of an old-
er river network, which is pronounced in this part of 

the Ethiopian Highlands due to the NE-SW trending 
mega-lineaments identified in all of the sub-regions 
(Figure 10). Position on the boundary between the 
LT and HT provinces of flood basalts (Pik et al. 1998; 
Kieffer et al. 2004) could also play a role. However, 
parallel to this NE-SW oriented valley, a younger, 
deeper and narrower valley has been created on the 
lower slopes of Mt. Choke, which were dated by Kief-
fer et al. (2004) to an age of 22.4 Ma. This direction 

Fig. 10 Profiles in the Mt. Choke and Mt. Gish volcano sub-region. Note: Profile 1 along the single green line (an area with a tendency for 
river piracy); Profiles 2–15 are cross-sectional profiles directed across the valley and marked by green lines; Profiles 16–22 are cross-sectional 
profiles directed across the valley and marked by brown lines.
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Fig. 11 Sub-region 4 (Lake Tana sub-region): A) map of the valley network and valley border; B) map of megalineaments, faults and lineaments; 
C) rose diagram of valley network azimuths; D) rose diagram of mega-lineamentsazimuths; E) rose diagram of fault azimuths (E); rose diagram 
of lineament azimuths (F).
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seems to be dominant in the area of Mt. Choke and 
Mt. Gish, even though the river network should have 
a radial character around the volcanos. If we consid-
er the fact that the NE-SW valleys (green lines) also 
cut 10.7 Ma old basalts, then they have to be younger 
than the basalts itself.

Another example of a tendency for river piracy was 
identified here (Figure 10A). Less than 1.5 km of the 
original landscape was left before the rivers from the 
SW or NE came across the old lava flows. Here we can 
presume expansion of a SW valley due to the profile 
(Fig. 10, profile 1).

Fig. 12 Longitudinal profiles in the Lake Tana sub-region: Longitudinal profiles 1 and 2 show the situation for rivers stretching WNW-ESE; 
Longitudinal profile 3 shows the situation for rivers stretching SW-NE. 
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Fig. 13 Sub-region 5 (Didessa River and Baro River): A) map of the valley network and valley border; B) map of megalineaments, faults and 
lineaments; C) rose diagram of valley network azimuths; D) rose diagram of mega-lineamentsazimuths; E) rose diagram of fault azimuths (E); 
rose diagram of lineament azimuths (F).
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Fig. 14 Profiles in the Didessa River and Baro River sub-region. Note: Profiles 1–4 are cross-sectional profiles directed across the valley 
marked by a brown line; and profiles 5–8 are cross-sectional profiles directed across the valley marked by an orange line. Profiles 9–16 are 
cross-sectional profiles directed across the valley marked by a yellow line. Profiles 17–24 are cross-sectional profiles directed across the valley 
and ridge marked by a red line. 
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4.2.4 Lake Tana 
The valley network seems to be only partly influenced 
by tectonics, namely in a NNE-SSW direction (azimuth 
of 20°). The valleys trending WNW-ESE (azimuth of 
115°) do not show any connection to the mapped 
faults and are significant for the area to the west of 
the Lake Tana Basin. Nevertheless, both directions are 
marked because they represent a serious potential for 
river piracy (see the paragraph below). No significant 
recent erosional activity can be shown in a NNE-SSW 
direction (red lines), like in other sub-regions closer 
to the MER. It seems that the influence of the MER 
is not well pronounced in this part of the Ethiopian 
Highlands. Nevertheless, NNE-SSW faults exist in this 
area, and they influence both the lineaments and the 
megalineaments. 

The whole of the Lake Tana Basin, which is tecton-
ically predisposed (e.g. Chorowicz et al. 1998), now 
drains into the Blue Nile to the SE. Rivers on the west-
ern margin of the basin are approaching the lake due 
to headward erosion from two different directions 
(Figure 12). Longitudinal profiles 1 and 2 in Fig. 12 
show the situation for rivers stretching WNW-ESE 
(brown lines on the rose diagram in Figure 11). The 
headwaters are approximately 10 km away from the 

lake; however, the headward erosion has to remove 
a 200 m high crest (escarpment) forming the lake-
shore in the west (Sembroni et al. 2016). Another sit-
uation in the SW of the lake shows, river piracy taking 
place in a SW to NE direction (along the green lines) 
and the remnant, which must be crossed, is only 3.8 km 
long. Headward erosion along this green line is more 
probable because it is predisposed by the fault. The 
landscape on the lakeshore is also flatter and is creat-
ed by a 150-m high remnant of lava flow from Mt. Gish  
(2,890 m a.s.l.).

Currently, the area of the Blue Nile basin covers 
175,400 km2 (between Lake Tana and the Roseires 
water reservoir). However, when Lake Tana will 
change the drainage to the SW, the cut off part of the 
Blue Nile Basin (98,600 km2) will not be supplied by 
water from Lake Tana, but only by precipitation, which 
is not evenly distributed during the year. The annual 
rainfall in the Ethiopian Highlands is 1,800  mm and 
80% of this precipitation falls from July to September 
(Klimadiagramme weltweit 2016).

4.2.5 Didessa River and Baro River
Many of the valleys (Figure 13) follow either a NW-SE 
or NE-SW direction where the valley bottoms are 

Fig. 15 Earthquake epicentres in the Jemma River Basin (A) and in the Beshlo Wenz Basin (B) (Earthquake Track 2017).
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wider, which suggests an older river network. If we 
check the cross-sectional profiles (1–8) that stretch 
across brown and orange lines (azimuth 115° and 
145°, respectively), the shapes resemble wide and 
open valleys (Figure 14). In addition, they are rath-
er deep, which suggests a long period of evolution. 
A slightly different situation can be observed on the 
profiles crossing the yellow lines, whereby young ero-
sion is already visible on the valley bottoms. An oppo-
site situation to these valley profiles can be found in 
the valleys depicted by the red lines (profiles 21–24 in 
Fig. 14), which are again very deep, young and narrow 
(similar to Figure 7). The area of the Didessa and Baro 
rivers seems to be older in the sense of the evolution 
of the valley network with young erosion in the direc-
tion of the red lines (azimuth 20°).

4.3 Analysis of earthquake epicentres 
A total of 12 earthquakes have occurred in and around 
the Jemma River Basin since 1961 (Figure 15A; Earth-
quake Track 2017). Most of the epicentres relate to 
“red lines” (eight events), only three to “green lines”. 
In the Beshlo Wenz Basin (Figure 15B) the epicen-
tres are located on faults with an azimuth of 170° 

(NNW-SSE orientation) depicted by a violet colour. 
This is due to a logical influence of the MER in this 
catchment. The average depth of the hypocentres is 
20 km, which indicates rather shallow earthquakes 
and the average magnitude is 5.5.

4.4 Features of Guder River and Muger River 
network reorganisation
Features of drainage network reorganization along 
lineaments of various types can be detected in var-
ious parts of the Blue Nile Basin. The drainage net-
works of the Guder and Muger catchments (Figure 
1A, Figure 16) are organised dominantly along diago-
nal green and orange lines; however, the most active 
recent river incision is along axial lines (yellow, violet, 
black and red, see Figure 16). This activity is evident 
mainly in lower parts of both watersheds as well as in 
the adjacent part of the Blue Nile valley. On the oth-
er hand, valleys along diagonal lines are wider, more 
denuded and are partly abandoned. A set of highly ele-
vated depressions (2,600–3,000 m a.s.l.) elongated in 
a NNW-SSE direction (orange lines) can be identified 
on the southern watershed to the NW of Addis Aba-
ba. Their very flat and wide bottoms (too large for the 

Fig. 16 The Sub-region A (Guder River and Muger River basin sub-region): A) Guder River and Muger River networks organised dominantly 
along diagonal green and orange lines; B) Profiles of Guga river (1), terrace (2) and plateau (3); C) lineaments of recent drainage network, 
lineaments indicating paleo-drainage network and other lineaments.
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recent small streams) with differing descent (partly to 
the S and partly to the N) suggest that they belong to 
an ancient drainage network that might have drained 
the area towards the SE. 

More detailed features of river network reorgan-
isation can be seen in the longitudinal profile of the 
Guder River (Figure 16B). The river recently rose 
on the border scarp of the E-W oriented Yerer-Tul-
lu Wellel lineament, below one of the above-men-
tioned paleo-valleys at an elevation of approximately 
3,000 m a.s.l., where only several hundred horizontal 
meters are missing in order to capture the stream of 
the paleo-valley by headward erosion. Leaving the 
scarp, the river flows along the N boundary of the 
lineament without any notable incision. At an ele-
vation of ~1,800 m a.s.l. it turns to the NW, where it 
flows across a denuded border scarp in a 0.5 km deep 
stepped canyon with a small decrease in gradient. The 
profile only becomes steeper when it crosses the W-E 
lineament to the east of Lake Chomen and then before 
it flows into the Blue Nile at an elevation of approxi-
mately ~950 m. Along with the typical character of 
the upper part of the profile, several other morpho-
logical features point to reverse flow of the river in 
the past. The general trend of the plateau inclination 
(from N to S) has been reversed by a strong uplift of 
the border of the Yerer-Tullu Wellel lineament (Figure 
16); therefore, natural drainage to the S could have 
existed in the past. The strongly eroded, wide and 
branched middle part of the watershed contrasts with 
the narrow lower part closed between well preserved 
remnants of the volcanic plateau in the north. On the 
contrary, the uplifted plateau is markedly denuded in 
the south.

Probably the most interesting feature is the char-
acter of a wide terrace (2 in Figure 16B), which is 
directly incised by the river. The elevation of the 
terrace rises from the mouth (~1,350 m a.s.l.) only 
approximately 20 km (~1,450 m a.s.l.) to the nar-
rowest part of the valley bounded by remnants of 
the plateau. Subsequently (from 20 km to 70 km), 
the terrace is reversed to recent river as for W-E ele-
vated belt at Lake Chomen lineament. Nevertheless, 
a small paleo-valley on the southern border sloping 
to the S is also an indication of reverse flow here. 
Further to the S, the river is not incised and prob-
ably flows down to the terrace (~1,300 m a.s.l.) to 
the point where a general rise in the elevation of the 
plateau begins (Figure 16). The former water shed 
divide, approximately 20 km from the recent mouth, 
and at least a 50 km long reversed flow of the river 
can be inferred. Considering all other indices, drain-
age towards the SSE, mainly along diagonal lines, can 
be assumed before the uplift of the border of the Yer-
er-Tullu Wellel lineament. Therefore, reorganization 
of the drainage network in relation to the current sit-
uation took place later by headward erosion, mainly 
along the axial lines.

5. Discussion

Landscape analysis from SRTM DEM data is of great 
interest to geoscientists (e.g. Martino et al. 2009; Haider  
et al. 2015). SRTM DEM data are often used for three 
types of morphometric analysis: discrete elevation 
function f (x, y, z), hill shading as well as flow direction 
and flow accumulation. All three were also very use-
ful for performing a morphostructural analysis of the 
upper Blue Nile Basin and its surroundings. 

Hill shading offers many possibilities for interpret-
ing detailed surface structures that are often com-
pletely imperceptible using simple DEM visualization 
(e.g. Kennelly 2008). Hill shading allowed us to per-
form a much more accurate delineation of lineaments 
and borders of erosion than mapping from certain 
satellite images only (Kusák et al. 2016). However, 
the overlapping of layers (the digital elevation mod-
el; hillshade images of various elevation angles of the 
illumination source and the solar azimuths; satellite 
images with a pixel size of 15 m placed on the virtu-
al globe of Google Earth) proved to be the most use-
ful when checking the manually mapped landscape 
shapes (following Wladis 1999; Ehlen 2004; Gani and 
Abdelsalam 2006). Morphometric analysis based on 
a calculation of the potential drainage of each pixel 
of an SRTM DEM shows the shape, density and hier-
archy of valley networks, which reflect the influence 
of structure and erosion processes on the formation 
of the landscape (sensu Stoddart 1997; Kusák et al. 
2016), similarly to an evaluation of various topo-
graphic profiles. A set of all of these analyses was 
effectively used in the central part of the area by Gani 
and Abdelsalam (2006) but our work brings a differ-
ent type of information. 

The character of faults, their direction and space 
differentiation as well as time of formation and reac-
tivation, are important for the reconstruction of the 
morphotectonic development. However, direct inves-
tigation of faults is limited to outcrops, boreholes 
and geophysical profiles, which is time demanding. 
Therefore, they are not mapped equally in detail on 
geological maps and the distinction of their origin 
and activation is limited. On the other hand, linea-
ments reflecting the geological fractures can only be 
uniformly mapped with a certain probability on the 
basis of a DEM. Mega-lineaments are most probably 
connected with important faults, but because of their 
limited number they are not as suitable for statistical 
analysis as regular lineaments. The stages of develop-
ment of structurally determined landforms can also 
be estimated from topographic profiles and the pres-
ence of morphodynamic phenomena (erosion, land-
slides, earthquakes) (Gani and Neupne 2018). Finally, 
the combined information from all of these sources 
can be compared to the results of various geological 
and geochronological analyses to obtain a compre-
hensive picture of the morphotectonic development.
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Two basic groups of structural features can be dis-
tinguished based on our analysis of the upper part of 
the Blue Nile basin:
a) Axial (including black, yellow, violet, blue and red 

lines) around N-S and E-W directions.
b) Diagonal (including green, orange and brown lines) 

around NE-SW and NW-SE directions.
The difference between the red and green lines 

(representatives of the basic groups mostly con-
tained in the faults and lineaments) is associated 
with a transition from a 130°E-oriented extension 
to a 105°E-oriented extension of the MER sometime 
between 6.6 to 3 Ma ago, which caused a change in 
the normal fault orientations from predominantly 
N35°E to N10°E (Wolfenden et al. 2004). The diago-
nal features also reflect yet older development of the 
Blue Nile Basin, i.e. its formation as a NW-trending 
rift (Gani et al. 2009; MacGregor 2015). Axial features 
mainly respond to Quaternary development, which 
is influenced by E-W and NNE-SSW-oriented exten-
sions related to an oblique opening of the MER and 
development of E-trending transverse faults as well as 
E-W-oriented extensions in western Afar (Gani et al. 
2009). Landslides linked with axial directions confirm 
Quaternary activity too (Kycl et al. 2017). 

The young Quaternary character of the majority 
of the axial lines was also confirmed by our analyses. 
They are characterized by prevailing deep and narrow 
valleys, fault scarps, earthquake activity and a tenden-
cy for recent river piracy. On the contrary, the diag-
onal lines are generally linked with wider and more 
open valleys with a higher tendency for meandering 
or braided channels, a dominant abundance of higher 
order streams and significant “well-developed” relief 
features. Reorganisation of the drainage networks of 
the Guder and Muger rivers from the diagonal to axial 
directions supports this dichotomy. 

The development of lineaments and river networks 
is generally accelerated by the uplift of the area. The 
initial Paleogene surface of the volcanic plateau of the 
Ethiopian Highlands probably formed at elevation sig-
nificantly lower than now, and then had been decreas-
ing until the Late Miocene (MacGregor 2015). Indeed, 
Pike et al. (2003) suggest that erosion initiated in the 
Blue Nile canyon as early as 25–29 Ma ago, but Gani 
et al. (2009) evaluated only a very gentle incision rate 
of the Blue Nile up to the Late Miocene, whereas rapid 
erosion would have started only 6 Ma ago. Generally, 
the neotectonic uplift of the territory can be connected 
with the opening of the MER (11 – 6 Ma ago accord-
ing to various authors – c.f. Gani et al. 2009; Ismail 
and Abdelsalam 2012) but uplift of the Lake Tana 
sub-region probably began earlier, i.e. before the end 
of the mid-Tertiary flood volcanism when the asthe-
nospheric mantle intruded the lithosphere as a result 
of plume activity, inducing thermal uplift (Chorowicz 
et al. 1998). Further an initial radial drainage network 
could have formed including outflow to the S (see sec-
tion 4.4), which was later blocked by Late Miocene and 

Pliocene tectono-thermal uplift of the MER shoulders 
and relative subsidence of the Tana basin (Chorowicz 
et al. 1998; Sembroni et al. 2016). We can speculate 
that in this initial stage the upper part of the Blue 
Nile could have also drained along the ancient NW-SE 
(orange) or WNW-ESE (brown) structures to the area 
of the recent Afar depression. An indication of this may 
be the mature erosional pattern of the E and SE part 
of the Blue Nile Basin in comparison with the more 
homogeneous (younger) erosional pattern of the W 
and SW parts (Gani and Abdelsalam, 2006) and also 
indications of diagonally-elongated palaeovalleys in 
the recent watershed around the city of Dessie.

The spatial distribution of the particular types 
of the studied linear features can be linked with the 
time-space character of the background tectonic 
events. Sub-region 1 lies closely westward of the MER, 
and sub-region 2 directly on the border of the Afar 
depression. Sub-regions 3 and 4 are far from the rift 
boundary and the eastern part of sub-region 5 is close 
to the Rift (Figure 1). The investigated (coloured) 
directions represent only 44% of the possible drain-
age courses. Nevertheless, 62% (sub-region 4) to 87% 
(sub-region 2) of the drainage agrees with the anal-
ysed directions. This not only confirms the significant 
influence of tectonics on the drainage network, but 
also an increase in this influence around the bound-
ary of the MER and in particular the Afar depression. 
Axial directions dominate in sub-regions near or on 
the rift boundary (sub-regions 1, 2 and 5), whereas 
diagonal directions are comparably significant only in 
the last two sub-regions. 

The brown direction is mainly about the SW part 
of sub-regions 3 and 5 with the most mature relief 
and exposed pre-Tertiary bedrock, which suggests its 
ancient character. The orange direction has a similar 
character, but its important representation in sub-re-
gion 2 and the eastern part of sub-region 5 suggest 
neotectonic reactivation (Abebe et al. 1998). The 
green direction is generally the most represented in 
all of the linear features, mainly in sub-regions 1, 3 
and 4. Transformation of tectonic failures into the 
drainage network indicates the oldest neotectonic 
event of regional significance, i.e. opening of the MER.

The red lines are second in the order of areal 
importance (after the green lines) and are connect-
ed with the stress field of the MER, but are less pro-
nounced in the inner part of the Ethiopian Highlands. 
The black and violet lines have only a limited areal 
influence on the adjacent parts of the MER and Affar 
(their higher importance was revealed only in sub-re-
gion 2), while they are the youngest and have been 
active for the short period of time. The yellow lines 
are located in the south of the upper part of the Blue 
Nile Basin and they are primarily a result of activation 
of the Yerer-Tullu Wellel lineament in the Late Mio-
cene. Nevertheless, recessing the lower parts of their 
cross profiles means that the Quaternary tectonic 
activity increases in an E-W direction.
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The Ethiopian Highlands are one of the most tec-
tonically influenced areas in the world (Beyene and 
Abdelsalam 2005; Gani et al. 2007, 2009), so river  
erosion and river piracy are very active there. The 
valley networks are young and water divides change 
position easily. Thanks to the steeper slopes and 
a more humid climate inside the MER, the water 
courses (tributaries of the Awash River) have more 
erosive power and the Jemma and Beshlo Wenz riv-
er basins lose parts of their catchments as the water 
divide is moving slightly towards the west (Kusák 
et al., 2016). However, the most significant effect 
of river piracy would probably be seen in the Lake  
Tana Basin.

Currently, the Lake Tana Basin is in the focus of 
many scientific disciplines in terms of: 1) geology 
and geochronology (Prave et al. 2016); 2) reproduc-
ing historic sediment concentrations (Kabaa et al. 
2014); 3) chemical analysis of water and sediment 
(Ahrens et al. 2016); 4) assessing the implications of 
water harvesting intensification on upstream–down-
stream ecosystem services (Dile et al. 2016); etc.. All 
of the above stated research activities and many other 
authors write about the Lake Tana Basin as a single 
unit, but do not include the processes taking place in 
the surroundings. River piracy approaches the Lake 
Tana Basin from SW to NE (along the green lines) and 
the remnant, which has to be surpassed, is only 3.8 km 
long (Figure 12). The potential change of drainage of 
Lake Tana to the SW (instead of to NE) will greatly 
influence the hydrological conditions over a rather 
large area.

6. Conclusion 

The results of simple morphostructural analysis from 
a DEM can be interpreted in high concordance with 
the present results of stratigraphic, structural, petro-
logic, tectonic and geochronologic investigations of 
the Ethiopian Highlands. The azimuths of lineaments, 
faults and river networks combined with erosional 
features, cross-sectional and longitudinal valley pro-
files reveal a change in the dominant stress fields and 
stages of topography development. 

The NW-SE (orange lines) and WNW-ESE (brown 
lines) linear features correspond with older stress 
fields organizing the formation of ancient pre-Neo-
gene rifts and transposed onto the volcanic plateau 
during the first phases of its rise. They probably 
determined a palaeo-drainage system that could par-
tially flow to the south and east across the recent rift 
shoulders and are well pronounced in sub-regions 
with uncovered pre-volcanic bedrock. These direc-
tions are characterized by extremely braided valleys 
with locally brained channels, small remnants of vol-
canic plateau and features of well-developed relief ’. 
They are typical for the oldest part of Blue Nile and 
Didesa valley. 

The beginning of the neotectonic stage (during 
which the modern topography and drainage network 
formed) can be connected to the opening of the MER 
during the Late Miocene. The most wide-spread NE-SW 
(green) linear features parallel to MER represent the 
long term morphotectonic influence of an NW-SE 
extension in the whole territory. Reactivation of some 
NW-SE (orange) linear features mainly near the MER 
boundary match with activity of the offset faults. Devel-
oped (wider, more open) valleys and more ‘mature 
relief ’ are typical for the leading green direction. 

Pliocene counter clockwise rotation of the MER 
stress field led (mainly in the MER surrounding) to 
the generation of NNE-SSW (red) linear features. The 
stress field transition was linked also with intensive 
uplift of the whole territory, especially the rift shoul-
ders that definitely blocked any existing outflow 
toward S or E. Continuing relative subsidence of the 
Lake Tana basin, headward erosion and river piracy 
could contribute to spreading of the Blue Nile basin 
too. Morphological features such as incised narrow 
valleys, indices of river piracy, valley asymmetry and 
the generally ‘young age relief ’ characteristic for the 
red direction support this interpretation.

N-S (black and violet) linear features represent the 
youngest Quaternary development of the territory 
connected with E-W extension in MER and western 
Afar. They are morphologically least developed and 
represented by huge fault slopes with tectonic blocks 
and active youngest upper parts of valleys. Orthogo-
nal features with E-W direction are dominant along 
older (Late Miocene) Yerer-Tullu Wellel volcanotec-
tonic lineament, however they show evident features 
of recent reactivation in cross profiles and tendency 
to river piracy. Accelerating Quaternary uplift creat-
ed recent very high relief mainly along the boundary 
with MER and Afar depression and so conditions for 
intensive headward erosion from the outside the Blue 
Nile basin that could lead to its reduction by river 
piracy in the near future. 
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1. Introduction

In the European context, the second demograph-
ic transition (SDT) was studied through various 
socio-demographic processes including: fertility 
decline, mortality impact on fertility change, marital 
postponement, non-marital fertility, partner relation-
ships, changing household forms etc. Besides report-
ing general remarks on the very concept of the second 
demographic transition as regards to its ideational 
and cultural drivers and universality issues (Coleman 
2004; Esping-Andersen, Billari 2015), certain doubts 
are often expressed with respect to the applicability 
of this theoretical concept outside the region where 
it was originally recognized as a process (Lesthaeghe, 
Neidert 2006). As one of the SDT proponents recently 
stressed, there is growing evidence that phenome-
na such as sub-replacement fertility, rising shares of 
cohabitations, and non-marital fertility are spreading 
worldwide (Lesthaeghe 2014). Still, some authors 
associate these factors with the rise of poverty formu-
lated through the ‘pattern of disadvantage’ (cohabi-
tation as a characteristic of lower social stratum); 
therefore, expressing doubts that SDT mechanisms of 
cultural shifts influence demographic changes in East-
ern Europe (Perelli-Harris, Gerber 2011). Further-
more, divergence in trends of SDT fertility indicators 
between and within European countries is evident 
(Billari, Liefbroer 2010). For that reason, Lesthae-
ghe (2014) has recently suggested that SDT should 
be rather conceived as a narrative for understanding 
the profound cultural change that will sooner or later 
induce a variety of demographic changes thus imply-
ing that cross- and within-country differences in lev-
els of SDT indicators are inevitable.

In this regard, exploring whether a fertility change 
typical for SDT has been spreading from its source 
towards the East seems to be a relevant research top-
ic. The interpretation of abrupt and fast demographic 
changes that followed the fall of the Iron curtain in 
European post-socialist countries (the CEE term often 
comprises all former socialist countries including the 
states successors of Yugoslavia) using the framework 
of SDT has been a frequent research topic in this cen-
tury (Philipov, Kohler 2001; Sobotka 2003, 2008, 
2011; Sobotka, Zeman, Kantorova 2003; Rašević 
2004; Muresan 2007; Hoem et al. 2009; Kuhar, Reit-
er 2010; Kurek 2011a; Perelli-Harris, Gerber 2011; 
Botev 2012; Walford, Kurek 2016). Yet, literature 
explaining demographic changes in CEE countries 
after 1990 usually do not fully cover the region of for-
mer Yugoslavia, which is mainly due to the lack of reli-
able data series and frequent changes of borders ever 
since Yugoslavia’s dissolution. In addition, the region 
of former Yugoslavia also had a distinctive history or 

1 In this paper, it does not include the disputed territory of Kosovo, which unilaterally proclaimed independence of Serbia in 2008. 
Kosovo is currently recognized as an independent state by 108 of 193 UN member states and 23 out of 28 European Union member 
states.

cultural tradition in comparison to the other former 
socialist countries (Sobotka 2003).

Moreover, divergent trends in the onset and tem-
po of the fertility transition had been noted across 
sub-regions of the former Yugoslavia during the 
socialist period, which was distinctive from the rela-
tive homogeneity of Eastern Europe (Nikitović 2011, 
2016; Josipovič 2016; Lerch 2018). The strong sub-re-
gional differences in demographic change, which 
were well documented in Yugoslav demographic lit-
erature (Josipovič 2016), highlighted early adopters 
of fertility transition in the region (Slovenia, Croatia, 
and Serbia but excluding Kosovo). Declines in fertility 
below replacement level started in Croatia and Serbia 
(excluding Kosovo) approximately at the same time as 
it started in the vanguard countries of SDT (Nikitović 
2016). This peculiarity was acknowledged to a limited 
extent in newer studies (Frejka, Gietel-Basten 2016; 
Nikitović, Bajat, Blagojević 2016; Lerch 2018), which 
partly can be attributed to data issues generated by 
the frequent change of national boundaries in the 
region.

When analysing the post-1990 period, Sardon 
(2001) noticed that strong sub-regional differences 
of the former Yugoslavia with respect to other former 
socialist countries could be hidden if the levels of indi-
cators are examined as a whole, especially when ana-
lysing nuptiality levels and non-marital fertility. Addi-
tionally, specificities of Yugoslav socialism in relation 
to the Eastern bloc variant were often marked as a dis-
tinctive feature that can induce specific demograph-
ic outcomes in the socialist context (Rašević 2004). 
However, these specificities have led some authors to 
conclude that the patterns of change typical for SDT 
could not be relevant for explaining fertility chang-
es in the region of former Yugoslavia (Kuhar 2009); 
whereas, others argue that SDT has been blocked in 
this region since 1990 (Bobić, Vukelić 2011).

Despite opinions that the concept of the second 
demographic transition is limited in Balkan coun-
tries, recent macro-level evidence suggests that Ser-
bia1 may have begun to follow the post-socialist pace 
of this transition after a period of stagnation in the 
1990s (Nikitović, Bajat, Blagojević 2016). We there-
fore aim to examine if there is enough evidence for 
determining spatial diffusion of fertility change typi-
cal for SDT in Serbia at the beginning of this century. 
In other words, this study aims to contribute to the 
understanding of the spatial diffusion of recent pro-
found fertility changes occurring throughout South-
East Europe.

Although the proponents of SDT have no doubts 
when it comes to spatial spreading of this transition 
from North-West to South-East Europe since the 
1990s, a recent comprehensive study on non-marital 
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fertility (a typical SDT indicator) across sub-national 
regions of Europe showed that its spatial diffusion is 
not so straightforward and suggested that state bor-
ders are still more relevant than regional ones with 
respect to non-marital fertility (Klusener, Perelli-Har-
ris, Sanchez Gassen 2013). However, some findings 
from the aforementioned study showed that a more 
detailed spatial analysis would shed more light on 
understanding recent spatial patterns of fertility 
change in South-Eastern Europe. For that reason, we 
focus on the spatial pattern and distribution of select-
ed SDT indicators at the municipality level in Serbia 
based on spatial autocorrelation analysis in order 
to find out whether recent demographic shifts can 
be interpreted within the framework of the second 
demographic transition. In addition, we aim to dis-
cuss these findings in the context of regional diver-
sity in comparison to countries of former communist 
regimes.

Geographic differentials in diffusion of innovations 
proved to be significant for sub-national differences 
in the onset of the first demographic transition in 
Serbia (Nikitović, Bajat, Blagojević 2016). Therefore, 
we expect that an analysis using lower spatial levels 
will help us to understand the spatial pattern of the 
current fertility transition in Serbia and whether it 
is similar to the patterns observed in CEE countries. 
The analysis is focused on common SDT indicators in 
terms of fertility aspects of the process: total fertility 
rate (TFR), mean age of women at childbearing (MAC), 
and percentage of births outside marriage (BOM).

2. Overview of the Fertility Change in Serbia 
in the Context of the Post-Socialist Societies

Fertility changes that could be interpreted in the 
framework of SDT lagged by at least 20 years in 
post-socialist countries when compared with the 
forerunners of the process in North-Western Europe. 
During the socialist period, CEE countries were char-
acterized by different demographic development, par-
ticularly concerning fertility, in relation to the rest of 
Europe (Frejka, Gietel-Basten 2016). ‘A demographic 
distinctiveness of European former Communist coun-
tries as a relatively homogeneous region had gradu-
ally developed between the mid-1960s and the mid-
1980s’ (Sobotka 2003: 453). In the 1970s and 1980s, 
institutional and cultural factors that jointly sustained 
the regime of universal and early reproduction under 
state socialism protected Eastern Europe from the fer-
tility decline experienced in all other parts of Europe. 
Then, following the collapse of communist regimes, 
within a decade the CEE region experienced the low-
est fertility rates in Europe (Sobotka 2003, 2011).

A sharp decrease in TFR in Eastern Europe dur-
ing the 1990s was usually associated with political, 
social and economic distortions during the period. 

The explanations of this relationship differed – some 
researchers highlighted the role of macroeconomic 
factors while others thought of economic and politi-
cal transitions as a specific part of the second demo-
graphic transition in this region (Philipov, Kohler 
2001: 38; Kurek 2011b). Anyway, after 1990, the 
diversification in terms of social, economic, and even 
demographic development inside the group of former 
socialist countries is obvious due to different speed 
of societal transformation (Botev 2012: 69). There-
fore, some authors suggest that the process of second 
demographic transition ‘is not a unitary movement 
that reached all the countries in Central and Eastern 
Europe roughly at the same time and had the same 
features throughout, no more than it was in Western 
Europe’ (Hoem et al. 2009: 250). They investigated 
marriage formation risk in selected countries in Cen-
tral and Eastern Europe and found that a particular 
drop in this indicator started in Hungary and Bulgaria 
after the early 1980s and in Russia and Romania half-
a-decade and full decade later, respectively.

According to Sobotka (2011: 262), a strong 
decrease in period fertility rates have been accompa-
nied and partly caused by a shift towards a later tim-
ing of first births. These changes were also followed 
with family transformations that resulted in the rise 
of non-marital births. However, in relation to the peri-
od before 1990, when the share of non-marital births 
did not exceed 10 per cent, the CEE region is cur-
rently characterised by diversity of this typical SDT 
indicator – from Nordic values in Bulgaria (more than 
50 per cent) to half the West Europe values in Poland 
(just above 20 per cent).

2.1 Change in Fertility Rates in Serbia, 1950–2017

The general pattern of changes in the period total fer-
tility rate in Serbia since 1950 was similar to those 
observed in most European countries: post-war baby 
boom followed by a decrease to the replacement level, 
and then to the sub-replacement level (Figure 1). The 
main difference in Serbia is that the baby boom came 
to its end already in the late 1950s. The decline in fer-
tility was faster and ran deeper than in most Euro-
pean countries in spite of the same general determi-
nants of fertility decline, such as the adoption of new 
norms and values and growing levels of female labour 
force participation (Kupiszewski, Kupiszewska, Niki-
tović 2012). As a result, TFR was already 15 per cent 
below the replacement level by 1971. Several factors 
stated in literature could help one to comprehend 
such a distinctive pattern. Those often include early 
liberalization (from 1952 to 1969) of women’s right 
to abortion (Rašević and Sedlecky 2009: 385), which 
was typical for former socialist countries (Sardon 
2001; Sobotka, Zeman, Kantorova 2003; Frejka 2008), 
and structural factors such as fast secularization and 
industrialization during the period of Yugoslavia 
implying abrupt migration from rural to urban areas 
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associated with housing issues in urban areas. Yugo-
slav society, unlike socialist states in CEE at the time, 
was quite open to the impact of Western values in the 
sense of satisfying individual needs to a much great-
er extent, which arguably contributed to an increase 
in the economic and psychological cost of children. 
Furthermore, no efficient measures in the domain of 
population policy during the period were introduced  
(Rašević 2004:16).

The subsequent sharp fall in the TFR in Serbia 
began in the late 1980s, similar to Slovenia and Croa-
tia. These three republics of former Yugoslavia were 
recognised as the ‘early starters’ sub-region in terms 
of fertility transition (Nikitović 2017). Although 
a steeper fall could have been expected due to wars 
and institutional crisis during the 1990s, the total 
fertility rate in Serbia has not experienced the low-
est levels recently reported in Europe. Moreover, the 
war ambience could be a reason that contributed to 
prolonged consistency of traditional patriarchal val-
ues associated with family and childbearing (Sardon 
2001; Rašević 2004; Petrović 2011; Lerch 2018). The 
total fertility rate in Serbia has oscillated between 1.4 
and 1.48 since 2005. Most former socialist states that 

belonged to the lowest fertility group have recently 
experienced a rise in TFR (Latvia, Russia, and Slove-
nia have even exceeded 1.5), which should be expect-
ed considering the pace of ‘postponement transition’ 
(Goldstein, Sobotka, Jasilioniene 2009).

Figure 1 demonstrates a transition in the age pat-
tern of fertility in Serbia, which occurred over the last 
60 years. Very high baby-boom rates at ages older than 
20 rapidly declined during the late 1950s and early 
1960s and kept principally stable during the 1970s 
and 1980s. Only the fertility rates of adolescents expe-
rienced an increase and relatively high levels during 
all the period of socialist Yugoslavia. This is usual-
ly explained by the moral primacy of patriarchy in 
spite of the new social institutions introduced by the 
socialist regime (Lerch 2018). However, since the late 
1980s, the fertility rates of females younger than 25 
began to decline sharply, while those of females older 
than 30 started to increase, actually at a slower pace. 
This was particularly prominent for the age groups 
20–24 and 30–34, as they swapped their positions in 
terms of contribution to the total fertility – the latter 
group currently has a higher rate for the first time in 
the last 60 years. Moreover, the difference between 

Fig. 1 Total fertility rate (double-line) and 5-year age-specific rates (solid, dashed and dotted lines) in Serbia excluding Kosovo, 1950–2017.
Notes: Time series after the census year of 2011 does not include the effect of international migration. TFR – Total fertility rate (the mean number  
of children that would be born alive to a woman during her lifetime if she were to pass through her childbearing years conforming to the fertility rates 
by age of a given year, and surviving); ASFR – age-specific fertility rates (the number of live births occurring during a given year per 1,000 women  
of reproductive age classified in five-year age groups).
Source: Statistical Office of the Republic of Serbia (Demographic Yearbook 2017; documentation tables).
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these two groups regarding their contribution to total 
fertility rate has been increasing since 2009. The high-
est fertility rates in the twenty-first century refer to 
women aged 25–29 (despite the recent drop) and is 
closely followed by women aged 30–34, which forms 
the current age pattern that is quite similar to the one 
observed in Poland (Walford, Kurek 2015). Although 
the indication of ‘the postponement of childbearing 
for opportunistic reasons and on account of structur-
al impediments’ could have been noticed during the 
period of former Yugoslavia (Rašević 2004: 9), the 
clear onset in postponing childbirths in Serbia seems 
to be associated with the downfall of the socialist 
system, thus resembling the trends observed in oth-
er post-socialist societies. Consequently, the average 
age of childbearing increased from 25.9 in 1991 to 
29.8 years in 2017. The latter value is lower by about 
half a year than in Slovenia, Estonia and Croatia, and by 
almost a year from the EU average, while it is similar 
to that in Latvia, Hungary and Poland (Eurostat 2019).

2.2 The Share of Non-Marital Births in Serbia, 
1950–2017

The share of non-marital births is one of the typical 
indicators reflecting changes in demographic behav-
iour associated with the second demographic tran-
sition. This indicator raised in Serbia from 8.0 per 

cent in 1950 to 26.3 per cent in 2017. However, the 
position of Serbia regarding the share of non-marital 
births has shifted downwards in the European con-
text during the last 60 years. Since the late 1950s and 
during the 1960s the share was stable around 12%, 
placing Serbia just behind Iceland and Austria in 1960 
(12.2 per cent), and behind Iceland, Sweden, Estonia, 
and Austria in 1970 (11.8 per cent) (Penev, Stanković 
2010). Given the universality of marriage and child-
bearing, the rise of the share at the time was due to 
a significant drop in the number of marital births 
caused by the termination of the short-lived baby-
boom period (Figure 2), much shorter with respect to 
most European countries (Kupiszewski, Kupiszewska, 
Nikitović 2012).

The share of non-marital births was almost the 
same in 1968 and 1988, while in between it dropped. 
This was induced primarily by the emergence of the 
baby-boom echo generations, which accordingly 
affected the number of marital births and lowered 
the share of non-marital births. The significant rise 
of the indicator started in the late 1980s as the end 
of the socialist system was approaching, a trend that 
was similar to what was observed in most of former 
socialist countries. However, the share of non-mari-
tal births in Serbia in 1990 (13.1 per cent) was just 
above those in the Netherlands and Belgium and 
ahead of most former socialist societies. In 2017,  

Fig. 2 Number of livebirths by legal marital status (primary axis) and the percentage of extra-marital births (secondary axis) in Serbia 
excluding Kosovo, 1950–2017.
Note: Time series after the census year of 2011 does not include the effect of international migration. Share of extra-marital births – the proportion  
of live births outside marriage.
Source: Statistical Office of the Republic of Serbia (Demographic Yearbook 2017; documentation tables).
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it was positioned much lower, leaving behind, apart 
from Switzerland, Azerbaijan, Cyprus, Greece, and 
Turkey, only countries from Eastern Europe (Poland, 
Belarus, Ukraine, Moldova) and the successor states 
of the former Yugoslavia except Slovenia (Eurostat 
2019). The share of non-marital births in Serbia 
in the twenty-first century resulted mainly from 
pre-marital cohabitations that are more typical for 
people in disadvantaged economic positions, such as 
lone mothers including those in extended multiple 
generation families (Penev, Stanković 2010; Stank-
ović 2014). It suggests that the recent rise of the 
indicator does not reflect spreading of cohabitation 
as an alternative to marriage (Petrović 2011; Bobić, 
Vukelić 2011). This is in line with findings from most 
post-socialist societies, where the diffusion of cohab-
itation has been rather slow (Muresan 2007, Sobotka 
2008).

The following spatial analysis of the SDT indicators 
(TFR, MAC and BOM) will show that a variety of oth-
er factors need to be considered in Serbia in order to 
gain an understanding of their substantially diverse 
distribution at sub-regional levels.

3. Data and Methods

3.1 Data sets and territorial disposition

The spatial analyses were conducted at the local 
administrative unit (LAU) 2 level, which refers to 
municipalities in Serbia (Figure 3). The values of the 
analysed indicators were matched to GIS shapefiles of 
the municipalities’ borders. These analyses are exclu-
sively referred to census years as the official popula-
tion estimates for the years out of intercensal periods 
do not include international migration. In this way, we 
wanted to get the values of the indicators as realistic 
as possible, which is particularly important in case of 
typical emigration municipalities.

Data on live births and population classified 
across five-age groups and sex were provided by the 

Statistical Office of the Republic of Serbia. Legal mar-
ital status was used as a criterion for identification of 
live births outside marriage. Each indicator was cal-
culated for the last two census years – 2002 and 2011, 
as a three-year average over the periods 2001–2003 
and 2010–2012, respectively, in order to smooth out 
annual fluctuations in the number of livebirths. The 
calculations were made following the administrative 
division in 2002 as no data for 2002 were available 
for the new six municipalities that had been estab-
lished by the time of the 2011 census. Consequently, 
the results of the analyses in the paper were distrib-
uted across the total of 161 municipalities in Serbia 
excluding Kosovo. Out of that number, 42 municipal-
ities have city status (16 of them are actually includ-
ed within the City of Belgrade) based on the admin-
istrative criterion, which comprise 63.2 per cent of 
the total population in the country as to the 2011 
census. Table 1 shows the basic descriptive statistics 
of the relevant input data across municipalities in 
the census years of 2002 and 2011. The interactive 
map depicting the values of calculated SDT indica-
tors on the municipality level (LAU-2) is available  
in HTML format at the Web page http://osgl.grf 
.bg.ac.rs/static/materials/demography/tfr_mac_bom 
.html 

3.2 Global and Local Spatial Autocorrelation Indices

The global Moran’s I statistics (O’Sullivan, Unwin 
2003) and local indicators of spatial association 
(LISA) (Anselin 1995) were calculated in order to 
outline spatial autocorrelation globally and to identify 
spatial clusters with respect to percentage difference 
in the SDT fertility indicators for 2002 and 2011.

As global Moran’s I index recapitulates autocorre-
lation values over the entire study area, inherent spa-
tial autocorrelation is necessary to calculate indices 
like LISA in order to assess significant local spatial 
clustering around an individual location.

In the first step, Incremental Spatial Autocorrela-
tion (ISA) (ESRI 2012) was conducted to determine 

Tab. 1 Distribution of municipalities (LAU-2) according to the categories of relevant input data in the census years of 2002 and 2011.

Total population 
size

Frequency of LAU-2 Number of 
women aged 

15–49

Frequency of LAU-2 Number of 
livebirths

Frequency of LAU-2

2002 2011 2002 2011 2002 2011

<10,000 6 11 <2,000 5 13 <100 11 36

10,000–19,999 50 56 2,000–4,999 60 64 100–199 49 44

20,000–49,999 60 51 5,000–9,999 40 37 200–499 50 45

50,000–100,000 27 23 10,000–20,000 30 26 500–1000 30 16

>100,000 18 20 >20,000 26 21 >1000 21 20

Average / LAU 46,571 44,639 Average / LAU 11,238 10,033 Average / LAU 488 418

Note: Data on the number of livebirths refer to the three-year average over the census years.
Source: Statistical Office of the Republic of Serbia (Census of Population, Households and Dwellings in the Republic of Serbia, 2002 and 2011; 
documentation tables).
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Fig. 3 The map of Serbia with local administrative units (LAU-2).
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the distance associated with peak clustering for all 
SDT indicators. The value obtained from ISA was then 
used as a distance threshold or radius for determin-
ing proximity weights (O’Sullivan, Unwin 2003) when 
calculating global and local spatial autocorrelation 
indices.

4. Spatial Analysis of Fertility Change in 
Serbia, 2002–2011

The analysis of the three fertility indicators connect-
ed with SDT at the level of local administrative units 
refers to the main objective of the study. Table 2 sum-
marizes the changes of these indicators across munic-
ipalities in Serbia from 2002 to 2011. 

The drop in TFR was significantly higher in rural 
than in urban areas in this period. As expected, the 
gap in MAC has even extended between urban and 
rural areas. Although the higher rise in BOM could 
be expected in rural than in urban areas in accord-
ance with the recent changes in the European context 
(Walford, Kurek 2015), a BOM in rural municipali-
ties is 30 per cent higher than in the cities of Serbia 
according to the 2011 Census. This peculiarity, which 
is analysed in more details across municipalities, 
might point to the specific forms of SDT that are atyp-
ical for countries where this process was originally 
described.

The next introductory step of the spatial analysis 
involves inspecting whether there is a correlation 
between each of the two pairs of indicators distrib-
uted across municipalities during the two census 
years, 2002 and 2011. The only significant correlation 
was found indicating that the mean age of mothers 
at childbirth is negatively associated with the share 
of births outside marriage, with Pearson coefficient 
of correlation raising between 2002 (r = −0.35, p < 
.001) and 2011 (r = −0.44, p < .001). This correla-
tion pattern includes two types of association, but 
with opposite directions – one refers to municipali-
ties where MAC is lower while BOM is higher and the 
other to municipalities where MAC is higher while 
BOM is lower. The first one could be expected in less 
developed and mainly rural areas, while the latter one 

could be more typical for highly urbanized and more 
developed sub-regions of the country. In both cases 
this correlation suggests that cohabitation is still not 
common alternative to marriage as it was noted in 
recent studies on fertility and union formation in Ser-
bia. The similar findings on this SDT indicator may be 
determined among countries of ex-Yugoslavia exclud-
ing Slovenia as well as in Poland and Slovakia (Bobić 
2014). The following spatial analysis across munici-
palities in Serbia provides a deeper insight in sub-na-
tional differences in fertility.

The two methods used aimed at checking wheth-
er there is a spatial spread of SDT fertility indicators 
throughout Serbia. One implies a descriptive analy-
sis of the spatial differences of each indicator across 
the country and their dynamics between the two last 
census years, 2002 and 2011, while the other relies 
on spatial autocorrelation indices calculated upon 
relative changes (%) over the intercensal period 
2002–2011.

4.1 Total Fertility Rate

According to the 2002 census, TFR was below the 
replacement level in almost all of the 161 municipal-
ities in Serbia, as only 8 of them reached 2.1 or above 
(Figure 4(a)). Five of these eight municipalities were 
predominantly populated by Muslims, the religious 
group who were the last in the country to enter the 
final stage of demographic transition. The remain-
ing three municipalities belong to the group with the 
highest share of persons living abroad for more than 
a year. Unlike 2011, the TFR for 2002 included the 
births by this group of emigrants indicating that the 
TFR was actually lower than 2.1 in these municipali-
ties (Rašević, Penev 2010).

Due to a further decline of TFR, only three munici-
palities with predominantly Muslim populations were 
above 2.1 in 2011, while ten municipalities dropped 
to just around 1 (0.99–1.09) (Figure 4(b)). Only 13 per 
cent of municipalities (21 of 161) did not decline in 
TFR between the census 2002 and 2011. The highest 
increase (mainly lower than 10 per cent) took place 
in the northern, most urbanized, part of the country 
including municipalities in the area of the two largest 

Tab. 2 Quantitative analysis of the second demographic transition indicators in urban and rural local administrative units in Serbia, 2002–2011.

Total fertility rate Mean age of women at childbirth Births outside marriage (%)

Urban Rural Urban Rural Urban Rural

year 2002 1.54 1.65 27.37 26.18 20.46 23.69

year 2011 1.44 1.35 28.90 27.16 23.27 30.29

% difference −6.51* −17.79**  5.59** 3.73** 13.75* 27.87**

** Significant at p = 0.001; * significant at p = 0.05 using Mann–Whitney test.
Note: A municipality is classified into urban or rural depending on its administrative status according to the current administrative division of local 
spatial units (cities and municipalities).
Source: Statistical Office of the Republic of Serbia (documentation tables).
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Fig. 4 Total Fertility Rate in Serbia at LAU-2 level: (a) 2002, (b) 2011, (c) percentage difference for the period 2002–2011, (d) LISA cluster map 
of percentage difference for the period 2002–2011.
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cities – Belgrade (the capital) and Novi Sad (the capi-
tal of the province of Vojvodina). This result indicates 
the effect of postponing births to later ages (more typ-
ical in urban areas), rather than the rise in the cohort 
fertility (Rašević 2015).

A quarter of all municipalities had experienced 
a decrease in TFR between 20 and 40 per cent from 
2002 to 2011 (Figure 4(c)). Most of these munic-
ipalities are in eastern and southern Serbia, the 
least developed regions in the country according to 
the 2014 official scale of development listed on the 
website of the National Agency for Regional Devel-
opment. The observed decline during the period 
was even larger than 40 per cent in several munic-
ipalities in the northeast of this area, which is dis-
tinguished by the highest share of population living 
abroad (Penev, Predojević-Despić 2012). Given a dif-
ference in methodology when the rates for 2002 and 
2011 are compared (the latter one did not include 
births by emigrants), this strong reduction could not 
only be attributed to the actual fertility fall (Rašević, 
Penev 2010).

Global Moran’s I = 0.342 (Z = 11.824, p < 0.001) 
for the TFR (threshold radius h = 70 km) in Serbia 
indicates moderately clustered spatial patterns with 
high statistical significance. The LISA cluster map des-
ignates locations with significant local Moran indica-
tors assorted by different types of spatial correlation: 
1) High-High association, a municipality with high 
TFR value has neighbouring municipalities with high 
TFR values (positive spatial correlation); 2) Low-
Low association, a municipality with low TFR value 
has neighbouring municipalities with low TFR values 
(positive spatial correlation); 3) Low-High associ-
ation, a municipality with low TFR value has neigh-
bouring municipalities with high TFR values (neg-
ative spatial correlation); 4) High-Low association, 
a municipality with high TFR value has neighbouring 
municipalities with low TFR values (negative spatial 
correlation).

The local Moran’s I statistics singled out a big com-
pact High-High cluster in TFR denoting a metropolitan 
area that includes the two largest cities (Belgrade and 
Novi Sad) located in northern Serbia (Figure 4(d)). 
The cluster, primarily, reflects a quite small increase 
in TFR between 2002 and 2011 in the area. It might be 
explained by both the development of housing associ-
ated with a recent concentration of industry particu-
larly in suburbs of the area induced by the proximity 
to important highways, and the ongoing process of 
south-to-north internal migration (Nikitović, Predoje-
vić-Despić, Marinković 2015). A big Low-Low cluster 
in East Serbia indicates a decrease in TFR, which is 
partly caused by the changes in methodology between 
the 2002 and 2011 census, but also reflects the indi-
rect effects of continuous international emigration 
from this area (Penev, Predojević-Despić 2012; Fass-
mann, Musil, Gruber 2014).

4.2 Mean Age of Women at Childbirth

The highest values of MAC in 2011 are recorded in 
the largest urban centres of Serbia, almost exclu-
sively in those located in north and west parts of the 
country, except for Niš – the largest city in southern 
Serbia, while the lowest values refer to the east (Fig-
ure 5(b)). The number of municipalities with MAC 
higher than 28 years increased five times (from 12 to 
60) between 2002 and 2011. The minimum values of 
MAC (observed in the southeast – the least developed 
area of the country) remained almost the same after 
a decade (24.4 years in 2002 compared with 24.7 in 
2011), while maximum MAC (recorded in the histor-
ic centre of the Belgrade City) increased from 30.4 to 
32.2 years (Figures 5(a–c)). Only 9 of 161 municipal-
ities did not report a rise of MAC between 2002 and 
2011, clearly indicating the transition in the peak fer-
tility towards older ages throughout the country. The 
largest increase in MAC (between 6 and 10 percent) 
during the 2000s occurred mainly in municipalities 
with smaller urban centres (most of them located in 
Central Serbia) and those where relatively lower val-
ues of MAC had previously prevailed.

Global Moran’s I = 0.144 (Z = 5.338, p < 0.001) for 
the MAC (threshold radius h = 140 km) suggests less 
pronounced clustered spatial patterns with high sta-
tistical significance. As regards to local Moran’s I sta-
tistics for the mean age at childbearing, there is almost 
a continuous High-High cluster connecting the area 
of the Belgrade City and Central Serbia (Figure 5(d)). 
The distribution of all four types of clusters could be 
explained by two processes. The first one refers to 
areas where MAC was previously very low indicating 
general spatial diffusion of demographic innovation. 
The other process is associated with recent trends in 
urbanisation (mostly pronounced along important 
road corridors in Serbia) indicating a higher mean age 
at childbearing in urban than in rural areas (Rašević 
2015).

4.3 Live Births Outside Marriage

Eastern Serbia differs quite distinctively from the 
rest of the country in terms of the percentage of 
births outside marriage. The BOM values higher than 
30 per cent were recorded in almost all municipali-
ties in eastern Serbia, where BOM is even higher than 
40 per cent in 11 municipalities for the year 2002. 
On the other hand, BOM is lower than 20 per cent in 
71 of 161 municipalities in the country (Figure 6(a)). 
In 2011, the observed spatial polarization became 
even more pronounced (Figure 6(b)). The increase 
of BOM values in eastern Serbia is noticeable when 
compared to stagnating rate in southwestern Serbia 
(9 municipalities with BOM less than 10 per cent). 
Generally, the increase of BOM values and BOM range 
throughout the country are obvious in the period of 
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Fig. 5 Mean age of women at childbirth in Serbia at LAU-2 level: (a) 2002, (b) 2011, (c) percentage difference for the period 2002–2011,  
(d) LISA cluster map of percentage difference for the period 2002–2011.
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Fig. 6 Share of Live Births Outside Marriage in Serbia at LAU-2 level: (a) 2002, (b) 2011, (c) percentage difference for the period 2002–2011 (%), 
(d) LISA cluster map of percentage difference for the period 2002–2011.
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2002–2011. The number of municipalities with BOM 
below 20 per cent dropped to 50, while the num-
ber of those with a share of births outside marriage 
higher than 40 per cent reached 29, of which 13 had 
a share higher than 50 per cent. Only 20 municipal-
ities experienced a decline of BOM between 2002 
and 2011, while the strongest drops were localized 
in the southwestern area characterized by the lowest 
values of the indicator. A total of 23 municipalities 
experienced a rise of BOM higher than 50 per cent 
(Figure 6(c)).

Global Moran’s I = 0.078 (Z = 2.818, p < 0.006) for 
the BOM (threshold radius h = 52 km) indicates a cer-
tain degree of clustered spatial patterns with statis-
tical significance. It should be noted that the share 
of BOM of around or below 20 percent was recorded 
in the largest cities of the country regardless of their 
geographic location, while only five urban centres (all 
of them in eastern Serbia) experienced BOM higher 
than 30 per cent. The local Moran’s I statistics for 
BOM denoted two clusters that represent two dis-
tinctively different areas (east and west in relation to 
the main road corridor) with regards to the percent-
age difference in the share of births outside marriage 
between 2002 and 2011 (Figure 6(d)). One distinctive 
area refers to the largest urban centres in the more 
developed west sub-region, including central urban 
zones of the Belgrade City, characterized by the low-
est share of BOM and its change over the period. The 
other distinctive area refers to municipalities in the 
less developed east sub-region with the highest share 
and highest increase of BOM. On the first glance, this 
observation could be considered as a paradox. How-
ever, it was noted that ‘cohabitations and extra mar-
ital births in Serbia are more common among actors 
at the lower end of the stratification ladder … [as 
a result of] … rationally developed strategies in over-
coming structural risks, although, without ideational 
changes typical to the theory of SDT’ (Petrović 2011: 
78). In addition, East Serbia could be considered as 
a specific sub-region given the distinctiveness of its 
demographic change since the mid-nineteenth centu-
ry (Knežević 2013).

5. Discussion and Conclusions

The objective of this study was to determine wheth-
er recent spatial patterns of fertility change in Serbia, 
which we assumed to be associated with the second 
demographic transition, agree with those observed 
in post-socialist societies of Europe. Whereas most of 
the literature exploring whether and how SDT taking 
place in former Yugoslavia refers to the national lev-
el and to aspects of family change, we wanted to see 
if sub-national geographic differentials in diffusion 
of demographic innovations measured by key fertil-
ity indicators associated with SDT could shed more 
lights on the issue. We deployed our analyses from the 

national level, however special focus was maintained 
at the level of municipalities. 

Concerning the national level, the total fertility rate 
and mean age at childbearing in Serbia follow paths 
similar to those in CEE countries. Even though the last 
sharp decrease of TFR began a little earlier than in 
CEE countries, it did not reach the lowest values as 
reported in CEE. This can be explained through a not 
so sharp transition from state socialism to new soci-
etal conditions and stubborn subsistence of tradition-
al values associated with family formation during the 
civil wars in the 1990s (Petrović 2011; Bobić, Vukelić 
2011; Lerch 2018). The latter reason could also have 
an impact on the much lower rate of non-marital fer-
tility in Serbia than in most of CEE countries, which 
is almost the same as in Poland, and higher only than 
those in former Soviet republics and Croatia (Eurostat 
2019).

The three general findings concerning changes of 
the analysed fertility indicators with respect to the 
type of municipality in Serbia were pointed in the first 
decade of this century: a) the decline in fertility has 
diffused from urban to rural areas, b) the gap in mean 
age at childbearing between urban and rural areas 
has widened, and c) the share of non-marital births 
became significantly higher in rural than in urban are-
as. The diffusion of values and ideas associated with 
low fertility norms from urban centres to peripheral 
areas of the country was already well noted during 
the first demographic transition (Watkins 1990). 
Also, the pronounced postponing of births in cities 
is in accordance with the recent changes in post-so-
cialist societies (Walford, Kurek 2015). However, 
such a discrepancy between rural and urban areas in 
terms of non-marital fertility might be unexpected if 
we neglect that non-marital births in Serbia are most-
ly reported among women from lower social strata, 
which are often located in rural areas (Bobić 2014). 

More specific results of the autocorrelation spatial 
analysis, as the pivotal analytic tool, denoted that the 
metropolitan area, which includes the two largest cit-
ies located in the northern Serbia, is the only one with 
a mild but significant increase of TFR in the country 
at the beginning of this century. At the same time, 
spatial diffusion of the rise in mean age at childbear-
ing was registered throughout the country but was 
mostly pronounced along important road corridors 
connecting bigger towns. This indicates that the pro-
cess is particularly associated with recent trends in 
urbanisation. Our results generally coincide with the 
findings from Czechia indicating that ‘this stage in the 
transformation of reproductive behaviour began ear-
lier in the largest city districts and districts with eco-
nomic centres.’ As such, the spatial patterns of fertility 
change demonstrate different speed of adaptation to 
the changes in reproductive conditions (Šprocha, Šid-
lo 2016: 228). In this respect, East Serbia is clustered 
in terms of a decrease in TFR, which could be to some 
extent associated with indirect effects of continuous, 
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long-lasting international emigration from that area. 
The diffusion of the increase in the proportion of 
non-marital births from its core in East Serbia was 
evident with respect to spatial statistics on the per-
centage difference of this indicator between 2002 and 
2011. The two distinctive opposite clusters (East and 
Southwest Serbia) suggest that not only the tempo of 
this diffusion was rather slow, but the persistence of 
traditional values associated with family formation is 
very strong in the Southwest, which is recognized as 
the sub-region that was the last to enter fertility tran-
sition (Nikitović, Bajat, Blagojević 2016).

Specificities of East Serbia that relate to the ana-
lysed indicators of SDT, particularly as to the share 
of non-marital fertility, belong to the outcomes that 
might be unexpected to some extent. Furthermore, 
this sub-region stands as an exception with respect 
to the Hajnal line that reflects the nuptiality regime 
division between West and East Europe, which seems 
to be still relevant for differentials in non-marital fer-
tility between sub-regions in Europe (Walford, Kurek 
2015). East Serbia was the innovating sub-region as 
for the first fertility transition in the country (the late 
nineteenth century). Also, it could be an innovating 
area regarding the second transition, similarly to 
what Lesthaeghe and Neels (2002) concluded explor-
ing the spatial diffusion of SDT in Belgium and France.

The drivers of the first demographic transition in 
East Serbia were atypical in a way similar to what 
could be the current specificity. In this sub-region, rec-
ognized by the great influence of the cultural model of 
the Vlach population, the fertility transition already 
started in the second half of the nineteenth century 
with the acceptance of birth control through the ‘one-
child system’. The most commonly identified cause 
of the transition was agrarian overpopulation due to 
the extensive farming of predominantly rural popula-
tions, which increased after the end of an immigration 
that was induced by the enlargement of the territory 
of Serbia. On the other hand, there were also indica-
tions that the trigger was endemic diseases such as 
syphilis (Knežević 2013).

Therefore, the specificity of East Serbia might be 
better perceived if it is considered from a longer his-
torical and socio-cultural perspective, which high-
lights the importance of specific ethnic differences for 
understanding current fertility change in the sub-re-
gion. Furthermore, the influence of national bor-
ders on the diffusion of fertility changes associated 
with SDT could be questioned in this part of Europe. 
A recent study (Klusener, Perelli-Harris, Sanchez Gas-
sen 2013) pointed out that most prominent nation-
al dividing lines with respect to non-marital fertility 
after 1990 shifted from West and Central to Southeast 
Europe. The finding was probably driven by study lim-
itations regarding different levels of regional decom-
position particularly between former Yugoslavia 
and its neighbours. The spatial analysis in this paper 
showed that national boundaries in Eastern Europe 

are not so dividing with respect to SDT indicators. For 
example, the rise in non-marital fertility rates in Bul-
garia resembles the one in East Serbia.

On a national scale, Serbia and Poland are very 
similar in terms of the level and family settings of 
non-marital fertility. However, only a closer look at 
the sub-national patterns of the diffusion of this indi-
cator reveals that ‘diversified level of extramarital 
births in the spatial arrangement reflects cultural 
and religious differences of the Poland’s population’ 
(Kurek 2011a: 393). Likewise, our results suggest that 
the diffusion of this SDT indicator in Serbia is clearly 
guided by differences in historical and cultural her-
itage between sub-regions of the country. Therefore, 
the spatial pattern of the share of non-marital births, 
as an indicator of ideational change, shows that typi-
cal SDT drivers may not be the decisive determinant 
for recent fertility change in Serbia. The fact that BOM 
is not only the result of modern cohabitations but is 
more attributed to a rise in unstable partnerships that 
end up with single mothers of poor socio-economic 
status supports this conclusion. Furthermore, the 
slow rise of BOM since the beginning of this century 
along with the highest and increasing level of post-
ponement of births in urban and most developed 
sub-regions of the country questioning ideational 
roots of the change assumed by SDT. The societal 
anomie, slow transition to market economy and sta-
ble political conditions typical for the post-socialist 
countries, may also influence individual decisions to 
defer childbearing in case of the higher educated or 
to adapt their strategies associated with family for-
mation in case of persons in disadvantaged socio-eco-
nomic position (Perelli-Harris, Gerber 2011).

However, as Van de Kaa (2004: 8) pointed in his 
paper revisiting the concept of SDT, ‘it is not of any 
great significance if countries and regions with differ-
ent cultural endowments do not rapidly converge to 
a standard pattern’. Also, it is possible that societies 
like the Serbian society just follow a specific path of 
progression of SDT, as suggested by Sobotka (2008). 
In other words, the pattern of advantage and the 
pattern of disadvantage could be just two opposite 
sides of the same coin. This seems to be reasonable 
because both modern and traditional values influenc-
ing decisions of individuals concerning family forma-
tion were noticed at the same time in Serbia (Bobić, 
Vukelić 2011). It could be also interpreted as a very 
slow transition to what some authors refer to as the 
gender egalitarian family norms (Esping-Andersen, 
Billari 2015). The similar trend was noted in Romania 
indicating that the SDT process might be in progress 
as most of the ‘threshold levels’ of the onset of SDT 
were surpassed with exception of cohabitation, ulti-
mate celibacy, and modern contraception (Muresan 
2007: 65). Moreover, our study shows that the tran-
sition between traditional and modern concerning 
the demographic regime might have its geographical 
dimension in Serbia, too. 
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Finally, as Thornton and Philipov (2009) noticed, 
the ideational change behind SDT is important in 
explaining changes in marriage, cohabitation and 
childbearing in CEE; particularly for the belief that 
adopting modern family systems will help to produce 
modern political and economic accomplishments as 
they are interdependent. If one assumes that Serbia 
is on the course of SDT, it seems that further diffusion 
of the ideational changes throughout the region could 
be closely related to the process of EU enlargement 
to the East. For that reason, it will be beneficial to 
include the whole region of the former Yugoslavia in 
further research on sub-national patterns of fertility 
change. Currently, the issues on availability and quali-
ty of relevant demographic data are a serious obstacle 
to accomplish this.
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ABSTRACT
This paper examines the effect of rural transport on smallholder farmers’ purchased input use. A random sample of 500 respondents 
was selected and relevant data was collected. Descriptive, correlation, and regression statistics were used to analyze the data. The 
multiple linear regression analysis revealed that farmers’ purchased input use was found to be significantly and negatively related 
to distance to major market, distance to all weather road, distance to farm plot, transport cost, and size of land holding. In contrast, 
farmers’ purchased input use was found to be significantly and positively related to family size, off farm income, membership in 
a cooperative, being in Horro district, having animal cart, and access to good road. Further, the results of hierarchical multiple 
regression showed that approximately 82% of the total variation in purchased input use can be explained by the linear combina-
tion of all independent variables. Furthermore, the result showed that rural transport infrastructure-related variables, as a set, 
contributed 13.3% to the prediction of farmers’ purchased input use over and above the remaining predictors. The results suggest 
that improving the rural road infrastructure and access to rural transportation services is vital in encouraging farmers’ purchased 
input use.
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1. Introduction

The achievement of major food crop intensification 
remains the greatest challenge facing smallholder 
farmers in developing countries. The poor state of the 
rural transportation network and inefficient logis-
tics continue to hinder agricultural intensifications 
in Africa (Delaney et al. 2017). The key rural trans-
port infrastructure challenges are inadequate and 
poor conditions of the rural road network and limited 
availability of vehicles, which has led to an increase 
in the cost of transportation further affecting agricul-
tural input prices (Salami et al. 2010). The very poor 
condition of transport infrastructure, the effect of 
geographic isolation, high transport costs, and time 
lost to roadblocks, can completely undermine the 
returns to investments in crop intensification practic-
es (Delaney et al. 2017).

Like in many other sub-Saharan African countries, 
small-scale agriculture is the most important sector 
for achieving sustainable household food security in 
Ethiopia. It accounts for 80% of the working popula-
tion, 86% of the total foreign exchange earnings, and 
48% of gross domestic product (GDP) (Worku 2011). 
An increasing use of modern agricultural inputs such 
as chemical fertilizers and improved seeds remains 
one of the best hopes for greater agricultural produc-
tion and productivity of rural Ethiopia, where more 
than 80% of the population lives (Minten et al. 2013). 
However, lack of enhanced supply and promotion of 
improved seeds, organic and inorganic fertilizers, and 
low level of an irrigation system are major obstacles 
to sustain the agricultural production in the country 
(Elias et al. 2006).

As a landlocked country with largely non-naviga-
ble rivers, road transport plays a significant role in 
the performance of the Ethiopian economy. In Ethi-
opia immature rural transport and other key physi-
cal infrastructure have led to high transport costs for 
agricultural products to the market as well as of farm 
inputs, reducing farmers’ competitiveness (Fufa and 
Hassan 2006; Lulit 2012). This could be a disincen-
tive to the use of productivity-enhancing agricultural 
inputs and therefore could discourage smallholder 
farmer’s major food crop intensification.

Most of the literature on small-scale agriculture 
market participation concerns only the output side 
of marketing production (Arethun and Bhatta 2012; 
Bekele et al. 2010; Gebremedhin and Hoekstra 2008). 
However, the sustainable marketing of smallholders 
also requires integration into the input markets (Pin-
gali and Rosegrant 1995). To bridge the gap in the lit-
erature on the marketing participation of rural house-
hold on the input side, we analyze the rural transport 
determinants of purchased modern agricultural 
inputs use. In Ethiopia, there is relatively large litera-
ture dealing with the role of technological innovation 
and diffusion in increasing agricultural productivity 
and intensification (Elias et al. 2013; Katungi et al.  

2011; Weir and Knight 2004). Past agricultural 
research in the country also focused on the impact of 
improved agricultural technologies on smallholder 
farm income and its implication for poverty reduc-
tion strategies (Hailu 2014; Katungi et al. 2011; Sala-
mi et al. 2010). 

Although these past studies provided useful infor-
mation on the trends, patterns, and determinants of 
agricultural input adoption, rigorous assessments of 
rural transport constraints on the use of purchased 
(variable) inputs for major food crop production, 
as a measure of household commercialization from 
the input side have rarely been studied in Ethiopia. 
A better understanding of rural transport constraints 
that hinders smallholder farmers’ participation in 
agricultural input markets as a buyer is therefore 
important for designing promising pro-poor agri-
cultural and transport policies that could stimulate 
the use of modern agricultural inputs and increase 
small-scale agricultural production. This study aims 
to fill this knowledge gap and provide quantitative 
information to empirically address the relationship 
between smallholder farmers’ food crop intensifica-
tion and rural transport infrastructure. The findings 
of this research are supposed to be used by different 
stakeholders involved in rural transport policy, agri-
cultural land use planning, and sustainable food crop 
production strategies. 

The overall objective of this study was to investi-
gate rural transport constraints of major food crop 
intensification strategies by small-scale farmers in 
Ethiopia. The specific objectives of this study were 
to: (1) examine relationship between proximity to 
all-weather roads and total values of purchased input 
use among smallholder farmers; (2) determine the 
extent to which a combination of rural transport 
infrastructure, institutional factors, resource endow-
ment, and physical factors predict smallholder farm-
ers’ purchased agricultural input use; (3) identify 
the extent to which rural transport infrastructure 
(distance to major market, distance to all-weather 
road, distance to farm plot, transport cost, mode of 
transport and road conditions) predicts smallholder 
farmers’ purchased agricultural input use, controlling 
for the effects of demographic, institutional, resource 
endowment, and physical factors.

2. Theoretical underpinnings of the study

This study aims to look at the nature and extent of 
rural transport infrastructure and its effect on mod-
ern agricultural input use among smallholder farm-
ers of Horro Guduru Wollega Zone, Western Ethiopia. 
There are several theories that attempted to explain 
how rural transport infrastructure investment can 
bring about economic growth and development 
(Banerjee et al. 2012; Didenko et al. 2017; Jelilov and 
Kachallah 2017; Margarian 2011; Roland-holst 2009). 
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Of these multiple theories, “the theory of induced 
technical and institutional change” was used as rel-
evant theoretical perspective to design the research 
questions that this study is based on. In addition, this 
theoretical perspective was used for organizing and 
interpreting the findings of this study. The theory of 
induced technical and institutional change provides 
the structure to define how this particular research 
will philosophically, epistemologically, methodologi-
cally and analytically approached. 

Economic historians are increasingly drawing on 
the theory of induced technical change in attempt-
ing to interpret differential patterns of productivi-
ty growth among countries and over time (Ruttan 
2008; Ruttan and Hayami 1984). Agricultural econ-
omists like Hayami and Ruttan (1993, p. 6) argue by 
saying that in agriculture, changes in the ‘relative 
resource endowments’, especially land and labor, 
induce a derived demand for technological innova-
tions to facilitate the replacement of relatively less 
scarce and cheap factors for more scarce and expen-
sive ones. For example, when labor is in short sup-
ply, there is a tendency for capital in the form of 
labor-saving machinery to be substituted for human 
labor. Whereas, in a land-scarce economy, yield-in-
creasing and land enhancing inputs such as fertilizers 
and improved seeds are substituted for land which in 
turn depends on the agricultural input market condi-
tions (Hayami and Ruttan 1985, 1993; Ruttan 2008). 
Moreover, roughly 22 years ago, Ruttan (1996, p. 54) 
in one of his seminal papers addressed that induced 
technical change acts to make the ‘scare factor more  
abundant’. 

Induced technical and institutional change theo-
ry offers a theoretical understanding appropriate to 
examine the complex and dynamic relations between 
rural transport access and smallholder farmers’ pur-
chased input use. When we examine the appropri-
ateness of this theory for understanding the nature 
of rural transport and purchased input use in the 
study area, two related realities emerge: first, the 
effort of promoting the rural agricultural econo-
my and bringing maximum benefits to smallholder 
farmers needs technical change and innovations to 
transform the most common and tedious traditional 
rural transport mechanisms-human porterage (head, 
shoulder, and back-loading) to improved rural trans-
port means-pack animals and animal drawn carts. 
Such rural transport improvements brought about 
by rural transport innovations can enhance the use 
of purchased input use among smallholder farmers. 
Second, this theory also acknowledges that improved 
production technologies (fertilizer and improved 
seed) as well as improved farm management prac-
tices (credit and extension institutions) can play in 
replacing relatively scarce resources like land and 
labor.

3. Data and Methods

3.1 Selection and description of study site
The study was conducted in Horro Guduru Wollega 
Zone, western Ethiopia. This Zone lies between Lat-
itude 9°10′ N and 9°50′ N and Longitude 36°00′ E  
and 36°50′ E (Figure 1). It has a total land area of 
8,097 km2 (CSA 2011; Tamene and Megento 2017). 
Shambu is the capital town of the zone and found 
314 km West of Addis Ababa. According to the report 
of CSA (2011), this zone had a total population of 
641,575 of which 50.09% are male and 49.91% are 
female. According to the same source, about 89% of 
the population lives in the rural areas driving their 
livelihoods from agriculture. 

The average annual temperature in the study area 
is 22.1 °C, with an average minimum of 13 °C and an 
average maximum of 30 °C (Beyene et al. 2015). The 
average altitude of Horro Guduru Wollega Zone rang-
es from 860 to 2657 meters above sea level (Beyene 
et al. 2015). Mixed crop-livestock agriculture is the 
mainstay in the study area with notable food crops 
including wheat (Triticum aestivum), barley (Horde-
um vulgare), teff (Eragrostis tef), maize (Zea mays), 
pulses (Vicia faba, Pisum sativum) and cash crops like 
sesame (Sesamum orientale), niger (Guizotia abyssi-
nica), and linseed (Linum usitatissimum) (CSA 2014). 

Even though few independent variables used in 
our previously published article (Tamene and Megen-
to 2017) are also used in current manuscript, a great-
er number of independent variables are newly intro-
duced to the current manuscript to emphasize on the 
originality of this paper. Furthermore, due the follow-
ing reasons each manuscript has a distinct focus and 
purpose. First, each manuscript addressed different 

Fig. 1 Location map of Horro Guduru Wollega Zone.
Source: Adapted Finance and Economic Development Bureau  
of Oromia, 2016.
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research questions. Second, each manuscript studies 
the data from completely different angles. Third, each 
manuscript used different relevant literature. Fourth, 
they both differ in their analytic methods, interpreta-
tions, and conclusions. Lastly, the dependent variables 
in both manuscripts are conceptually different and 
empirically not related. Therefore, the manuscripts 
should be considered independently.

3.2 Study Design, Sampling, Data Collection,  
and Analysis
The study utilized a smallholder household based 
cross-sectional quantitative survey design using 
a structured questioner with face to face interview. 
Descriptive and analytical cross-sectional micro-lev-
el data have been used to estimate the effect of rural 
transport infrastructure on smallholder farmers’ pur-
chased input use. Horro Guduru Wollega Zone was 
identified as one of the potential cereal crop produc-
ing corridors of Ethiopia. On the contrary, the existing 
rural road transport infrastructure in the zone is not 
satisfactory to support smallholder agricultural pro-
duction system including the purchases of necessary 
inputs (Tamene and Megento 2017). Therefore, Horro 
Guduru Wollega Zone was purposively selected.

A multistage simple random sampling technique 
was sequentially employed to select four districts 
from Horro Guduru Wollega Zone, four rural kebeles 
(RKs) from each district, and rural farm households 
from each rural kebele-Kebele is the smallest admin-
istrative unit in Ethiopia. The first stage involves 
a random selection of four districts from the nine 
districts of Horro Guduru Wollega Zone. As a result, 
four districts (Hababo Guduru, Horro, Amuru and Abe 
Dondoro) were selected (Figure 1). The second stage 
involves the random selection of four RKs from each 
of the four districts making a total of 16 RKs. 

The third and final stage was the random selec-
tion of farm households with farmland size of 0.25 ha 
and above from each RK. The list of farm households 
in each RK was compiled with the assistance of the 
extension agents and RK managers. According to Gray 
et al. (2007) suggestion, the researcher used a 95% 
confidence level to determine the sample size for this 
specific study. It is usual that RKs may vary consider-
ably in the number of smallholder farmers they con-
tain and hence to avoid bias, probability proportional 
to size (PPS) was employed. Thus, 500 smallholder 
farmers from the four districts were sampled for the 
study. 

The household survey was conducted from Feb-
ruary to June 2016, which followed shortly after the 
main season (Meher) harvest. Interviews were con-
ducted in places convenient to farmers either at home 
or in the field. 

Statistical analysis such as descriptive statistics, 
correlation, and multiple regression with a hierar-
chical model specification was performed using the 
Statistical Package for Social Sciences (IBM SPSS) 

software program version 20. To determine wheth-
er rural transport infrastructure added significantly 
to the prediction of smallholder farmers’ purchased 
input use, over and above the variance predicted by 
demographic, household resource endowment, insti-
tutional infrastructure, and location specific varia-
bles, the independent variables were entered in to 
two separate blocks of the regression analysis (hier-
archical method). In the first block, all independent 
variables except rural transport infrastructure relat-
ed variables (variables of interest) were included into 
the regression analysis. At the second step, the new 
independent variables (rural transport infrastructure 
related variables) were added, and all of the independ-
ent variables (those entered at first block) remain in 
the independent set to see the unique contribution of 
rural transport infrastructure related variables in the 
intensification of purchased agricultural input use.

3.3 Description of Variables 
Our variables of interest (both dependent and inde-
pendent) used in this study and their levels of meas-
urement are shown in table 1. These variables are 
supposed to capture the influence of the potential 
independent variables on the purchased input use as 
a dependent variable.

3.3.1 Rural transport infrastructure
It is assumed that a well-functioning rural trans-
portation infrastructure is significant determinants 
of the form and pace of food crop intensification of 
smallholder farmers. Smallholder level purchased 
input use for major food crop production (Y) is there-
fore modeled as a function of smallholder farmers’ 
access to rural transport infrastructures and services. 
Access to rural transport infrastructures and servic-
es, captured as an average distance to major market, 
average distance to farm plot, average distance to all 
weather-road, are expected to be negatively correlat-
ed to the total values of purchased input use (Bekele 
et al. 2010). Availability of good quality rural access 
road is considered crucial to improving access to 
agricultural input markets, resulting in greater use of 
productivity-enhancing modern agricultural inputs 
(Jayne et al. 2003). Ownership of Intermediate Means 
of Transportation for local-level transport services 
in rural areas is also expected to promote increased 
use of purchased modern inputs. Hence, household 
level purchased input use is modeled as a function of 
distance to major market, distance to farm plot, dis-
tance to all weather-road, transport cost, ownership 
of Intermediate Means of Transportation and road 
quality.

3.3.2 Demographic factors
To capture the effects of demographic factors on 
smallholder farmers’ purchased input use, we used 
the age of household head and family size. It was 
assumed that older households tend to be more 
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market-oriented and have higher agricultural input 
market participation. The number of members in 
the household is also assumed to be very important 
in the use of purchased input use since the use of 
such productivity-enhancing inputs are said to be 
more labor-intensive than conventional subsistence 
farming.

3.3.3 Household resource endowment 
Off-farm income, livestock ownership and size of 
landholding increase the welfare of farmers because 
they help farmers in getting the required input need-
ed for agricultural production (Abdullah et al. 2017). 
Purchased agricultural inputs are mainly financed 
through cash from off-farm activities and livestock 
sales (Christiaensen 2017). Therefore, household 
resource endowment (size of land holding, livestock 
ownership, and off farm income) are hypothesized to 
increasingly recognized as a resource that can signif-
icantly influence the quantity of purchased input use 
among smallholder farmers.

3.3.4 Institutional infrastructure variables
Apart from household resource endowment and 
demographic factors several other factors such as the 
institutional frameworks affect the demand for and 
consumption of purchased farm inputs such chemical 
fertilizers (DAP and urea), improved seeds (maize and 
wheat) and pesticides. Therefore, the third impor-
tant set factors affecting purchased input use among 
smallholder farmers in rural areas include the insti-
tutional infrastructure variables such as membership 
in a cooperative (Hellin et al. 2009; Markelova et al. 
2009) and contact with agricultural extension agents 
(Belay 2015).

3.3.5 Physical and location specific factors
Several environmental variables were hypothesized 
to encourage/discourage farmers to invest in pur-
chased agricultural input use for major food crop 
production. These include the amount of annual 
rainfall received and agro-ecology. The total values 
of purchased input use and physical factors (amount 

Tab. 1 Summary of variables used and their measurements.

Variable name and type Description Measurement Expected sign

Purchased input use A dependent variable indicating the total amount of birr spent for 
purchasing agricultural inputs for major food crops Ethiopian Birr*

Age of household head 
(continuous) Age of household head Number of years −

Family size (continuous) Total family size of the household head Number +

Size of land holding (continuous) Area of farm land owned by the household Hectare +

Livestock ownership 
(continuous) Total livestock ownership of the household Total livestock unit 

(TLU) −/+

Off farm income (continuous) Income earned from non-agricultural activities Ethiopian Birr* +

Membership in a cooperative 
(Dummy) Being a member of an agricultural cooperatives 1 = Yes; 0 = No +

Extension visit monthly 
(Dummy) Frequency of extension visit 1 = Monthly visit; 

0 = Twice in a year +

Level of annual rainfall 
(continuous) Amount of annual precipitation Millimeter (mm) −/+

Distance to major market 
(continuous)

Distance travelled by the household to reach the nearest major 
market Kilometer −

Distance to farm plot 
(continuous) Average farm plot distance from the homestead Kilometer −

Distance to all weather road 
(continuous)

Distance travelled by the household to reach the nearest all 
weather road Kilometer −

Transport cost (continuous) Transport cost incurred to move 100 kg of agricultural input  
over 1 km

Birr per 100 kg  
per km −

Animal cart (Dummy) Transport mode used 1 = Animal cart; 
0 = Headloading +

Good road (Dummy) Road quality 1 = Good road; 
0 = Bad road +

High land (Dummy) Agro-ecology type 1 = Highland; 
0 = Otherwise −/+

Horro (Dummy) District type 1 = Horro district; 
0 = Otherwise −

Source: Own construction.
* During data collection 1 USD equals 23.73 Ethiopian birr.
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of annual rainfall received and agro-ecology where 
a household belongs) are related. It is expected 
that, on average, smallholder farmers in midland 
agro-ecology and with sufficient rainfall tend to use 
more purchased inputs. To capture the differences in 
purchased input use among study districts, district 
dummy was considered.

3.3.6 Rural transport infrastructure
It is assumed that a well-functioning rural trans-
portation infrastructure is significant determinants 
of the form and pace of food crop intensification of 
smallholder farmers. Smallholder level purchased 
input use for major food crop production is there-
fore modeled as a function of smallholder farmers’ 
access to rural transport infrastructures and services. 
Access to rural transport infrastructures and servic-
es, captured as an average distance to major market, 
average distance to farm plot, average distance to all 
weather-road, are expected to be negatively correlat-
ed to the total values of purchased input use (Bekele 
et al. 2010). Availability of good quality rural access 
road is also considered crucial to improving access to 
agricultural input markets, resulting in greater use of 
productivity-enhancing modern agricultural inputs 
(Jayne et al. 2003). Ownership of Intermediate Means 
of Transportation for local-level transport services in 
rural areas is also expected to promote increased use 
of purchased modern inputs. 

The above described independent variables were 
entered in to into a hierarchical linear regression 
analysis through sequential block-enter approach so 
as to predict smallholder farmers’ purchased input 
use. The choice of how to include independent varia-
bles was determined by researchers based the overall 
purpose of the analysis. In the first block of hierarchi-
cal linear regression analysis, demographic variables, 
household resource endowment variables, institu-
tional infrastructure variables, and physical and loca-
tion specific variables were entered as the first block 
of independent variables.

Y = β0 + β1X1 + β2X2 + … + β10X10 + ε (1)

Since we are also interested in examining the effect 
of rural transport infrastructure variables on small-
holder farmers’ purchased input use after demo-
graphic variables, household resource endowment 
variables, institutional infrastructure variables, and 
physical and location specific variables have been con-
trolled for, we entered rural transport infrastructure 
variables (variables of interest) in the subsequent 
blocks of independent variables in the hierarchical 
linear regression analysis (block 2). Therefore, to see 
if the rural transport infrastructure variables predict 
smallholder farmers’ purchased input use above and 
beyond the effect of the controls and to test if succes-
sive model fit better than previous one the following 
model was developed.

Y = β0 + β1X1 + β2X2 + … + β16X16 + ε (2)

Here in the case of both models:
Y is the financial cost or monetary value of variable 

inputs (Ethiopian birr),
β0 is the constant term or the intercept,
β1–16 are the regression coefficients associated with 

respective independent variables
X1 is age of household head (years),
X2 is family size (number),
X3 is size of land holding (hectare),
X4 is livestock ownership (TLU),
X5 is off farm income (Ethiopian birr),
X6 is membership in a cooperative (dummy),
X7 is extension visit monthly (dummy),
X8 is level of annual rainfall,
X9 is high land (dummy),
X10 is Horro (district dummy),
X11 is distance to major market (km),
X12 is distance to all weather road (km),
X13 is distance to farm plot (km),
X14 is transport cost (Ethiopian birr),
X15 is animal cart (Dummy),
X16 is good road (Dummy),
ε is the random error component reflecting the dif-

ference between the observed and fitted linear 
relationship.

After fitting a hierarchical linear regression model 
and computing the parameter estimates some pre-
dictor variables are omitted since they are much less 
important or most likely affect the explanatory power 
of the model if included.

4. Results

4.1 Preliminary analyses
There are a number of assumptions that must be met 
for multiple linear regression model to be reliable 
(Osborne and Waters 2002). Preliminary analysis to 
ensure the non-violation of the assumptions of nor-
mality (Kim 2015; Miot 2017; Yap and Sim 2011), 
linearity (Osborne and Waters 2002), homoscedas-
ticity and multicollinearity (Daoud 2017; Friday and 
Emenonye 2012; Imdadullah et al. 2016) were com-
pleted prior to the analysis. The preliminary analysis 
revealed that these assumptions were not seriously 
violated. 

4.2 Descriptive statistics
Descriptive statistics were used to summarize data. 
Table 2 shows a descriptive analysis of continuous 
variables by presenting numerical facts about the 
quantitative dataset. The total number of observa-
tions (n) was 500 smallholder farmers in four dis-
tricts of Horro Guduru Wollega Zone, Western Ethio-
pia. The mean score for household size was 6.48, with 
a standard deviation of approximately 3.31 points, 
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figures which are above the national average of 4.6 
persons (CSA 2017). 

The average distance to the nearest major market 
is about 20.18 km, indicating poor market access of 
smallholders in the study area, while the average dis-
tance to all-weather roads is 12.97 km. The values for 
skewness and the kurtosis indices are very small and 
fall within the acceptable range which indicates that 
the variables most likely do not include influential 
cases or outliers (see Table 2). 

The average purchased input (chemical fertilizer, 
improved seed, and herbicides) value used for major 
food crop production (maize, wheat, and teff) is ETB 
10096.92. The result also indicates that on average 
smallholder farmers get about ETB 2416.30 income 
from off-farm employment. A household on average 
operates about 2.41 ha (SD = 1.18), a result which is 
two times greater than the national average of 1.14 ha 
(CSA 2015; Tamene and Megento 2017). Finally, on 
average, households incur a 2.18 ETB to transport 
one kg of farm input for 100 km from input market 
center to home. 

4.3 Correlation analysis
The strongest negative significant Pearson prod-
uct-moment correlation coefficient for the total val-
ues of purchased input use was with the proximity to 
all-weather roads: r(498) = −.772, p < .001. Whereas 
the strongest positive Pearson product-moment cor-
relation coefficient for the total values of purchased 
input use was with off-farm income: r(498) = .654,  
p < .001 (Table 3). The simple coefficient of deter-
mination (r2 = 0.596) indicated that distance to all 
weather road explains 59.6% of the variation in total 
values of purchased input use by smallholder farmers. 
Approximately, the other 40% of the total variance 
between distance to all weather road and purchased 
input use remains unexplained. This value of simple 
coefficient of determination shows the binary linear 
relationship between distance to all weather road 
and purchased input use in the absence of other inde-
pendent variables. Thus distance to all weather road 
seems to explain a significant amount of variation in 
purchased input use.

Tab. 3 Pearson correlations of purchased input use (dependent variable) and independent variables.

Independent Variables Correlation coefficient (r) P value

Age of household head (years) −.419** .000

Family size (no.) .571** .000

Size of land holding (ha) −.416** .000

Livestock ownership (TLU) .263** .000

Off farm income (ETB) .654** .000

Distance to major market (km) −.745** .000

Distance to farm plot (km) −.467** .000

Distance to all weather road (km) −.772** .000

Transport cost (km) −.727** .000

Level of annual rainfall (mm) .114* .011

n = 500, ** P < .001 (2-tailed), * P < .05 (2-tailed) 
Source: Compiled from field data, 2016.

Tab. 2 Descriptive statistics for continuous variables (n = 500).

Variable
Minimum Maximum Mean Std. Deviation Skewness Kurtosis

Statistic Statistic Statistic Statistic Statistic Statistic

Age of household head 17 64 34.29 13.02 .56 −.77

Family size 2 12 6.48 3.31 .19 −1.29

Size of land holding .4 6.0 2.41 1.18 .45 −.48

Livestock ownership (TLU) .55 11.51 3.26 1.64 .95 1.59

Off farm income 0 9100 2416.30 2730 .89 −.68

Distance to major market 5 35 20.18 7.87 −.15 −1.16

Distance to farm plot .4 13.0 6.41 3.38 −.08 −1.07

Distance to all weather road 0 27 12.97 6.76 −.16 −.79

Transport cost .50 3.20 2.18 .78 −.53 −.74

Purchased input use 717.50 37644.43 10096.92 9357 1.44 1.09

Source: Compiled from field data, 2016.
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4.4 Hierarchical multiple regression
A multiple regression analysis was conducted to 
examine whether rural transport infrastructure, 
institutional factors, resource endowment, and phys-
ical factors could significantly predict smallholder 
farmer’s purchased input use. The results of multiple 
regression analysis using all sixteen independent var-
iables are summarized in table 4 of model 2. A strong 
relationship between purchased input use and the 
independent variables was observed and the model 
was a significant predictor of purchased input use 
(R2 = .822, F(16, 483) = 138.95, p < .001). 

The multiple coefficient of determination (R2) val-
ue of 0.822, indicates that approximately 82.2% of the 
total variation in purchased input use can be account-
ed for by the linear combination of explanatory var-
iables. But the remaining 17.8% of the variance has 
been attributed to other variables not included in the 

model and disturbance term. The adjusted R2 value is 
0.816, which is very close to the multiple R2, indicat-
ing that we shouldn’t worry too much about whether 
we are using too many variables in the model.

4.4.1 Rural transport infrastructure
The estimated unstandardized regression coefficients 
displayed in table 4 showed the relative importance 
of each predictor in the model. Among rural trans-
port infrastructure variables, transport cost was 
the strongest negative predictor as indicated by its 
estimated unstandardized regression coefficient, 
(β = −3707.88, p < .001) followed by good road dum-
my (β = 1832.57, p < .001) and animal cart dummy 
(β = 1090.49, p < .05). The unstandardized regres-
sion coefficients for the association between distance 
to major market, distance to all weather road and 
distance to farm plot on one hand and smallholder 

Tab. 4 Hierarchical egression for variables predicting purchased input use (n = 500).

Model
Unstandardized Coefficients Standardized Coefficients

t Sig.
B Std. Error Beta

1

(Constant) 22750.229 11824.431 1.924 .055

Age of household head −98.328 23.189 −.137 −4.240 .000

Family size 651.186 102.507 .230 6.353 .000

Size of land holding −2572.812 288.302 −.325 −8.924 .000

Livestock ownership (TLU) 577.724 205.493 .101 2.811 .005

Off farm income 1.240 .113 .362 10.989 .000

Membership in a cooperative 2801.652 602.726 .145 4.648 .000

Extension visit monthly_Dummy 571.666 542.847 .027 1.053 .293

Level of annual rainfall (mm) −8.864 7.432 −.038 −1.193 .234

High land_Dummy 2078.012 725.521 .100 2.864 .004

Horro_Dummy 1046.011 611.352 .044 1.711 .088

2

(Constant) 22594.157 10233.971 2.208 .028

Age of household head −7.988 18.552 −.011 −.431 .667

Family size 189.180 82.571 .067 2.291 .022

Size of land holding −1070.479 246.050 −.135 −4.351 .000

Livestock ownership (TLU) 38.776 168.814 .007 .230 .818

Off farm income .812 .092 .237 8.848 .000

Membership in a cooperative 1457.595 467.319 .076 3.119 .002

Extension visit monthly_Dummy 722.301 424.473 .035 1.702 .089

Level of annual rainfall (mm) 1.000 6.519 .004 .153 .878

High land_Dummy −269.070 574.761 −.013 −.468 .640

Horro_Dummy 3379.733 492.646 .142 6.860 .000

Distance to major market −160.575 46.674 −.135 −3.440 .001

Distance to all weather road −316.427 50.336 −.229 −6.286 .000

Distance to farm plot −215.478 61.132 −.078 −3.525 .000

Transport cost −3707.879 380.257 −.310 −9.751 .000

Animal cart_Dummy 1090.493 548.139 .044 1.989 .047

Good road_Dummy 1832.569 457.855 .096 4.003 .000

a. Dependent Variable: Purchased input use

Note: R2 = .689 for model 1, R2 = .822 for model 2 and ΔR2 = .133.
Source: Compiled from field data, 2016.
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farmers’ purchased input use on the other hand are 
−160.57, −316.43 and −215.48 respectively; the asso-
ciated standard errors for these regression coeffi-
cients are 46.67, 50.34 and 61.13 respectively.

4.4.2 Household demographics
The results of the regression model showed that 
family size is an important factor identified to influ-
ence purchased input use (β = 189.18, t(485) = 2.29, 
p = .02).

4.4.3 Household resource endowment
Size of land holding significantly predicted purchased 
input use, β = −1070.48, t(485) = −4.35, p < .001. Off-
farm income is positively associated with total values 
of purchased input use such that, holding everything 
else constant, for each additional ETB off-farm 
income, the total values of purchased input use is pre-
dicted to increase by .81 ETB, and this association is 
statistically significant (p < .001).

4.4.4 Institutional infrastructure variables
As can be seen in table 4, membership in a coopera-
tive had a significant positive regression coefficient, 
indicating smallholder farmers who are members of 
cooperative associations were expected to invest ETB 
1457.59 more than the nonmembers, after controlling 
for the other variables in the model, and this result is 
statistically significant (p = .002).

4.4.5 Location specific factors/district dummy
The value associated with being a farmer living in 
Horro district is ETB 3379.73 (adjusting for the oth-
er variables in the model), and the coefficient on this 
dummy variable is both positive and statistically sig-
nificant (p < .001).

4.4.6 The unique contribution of rural transport infra- 
structure related variables to purchased input use
The percent of the variability in the purchased input 
use that can be accounted for by all the predictors 
together is 82.2%. This is a significant contribution 
and hence is an excellent model. The change in var-
iance accounted for (ΔR2) was equal to .689 − .822  
= .133, which was significantly different from zero 
F(6, 483) = 59.76, p < .001. In this case, the percent-
age of variability in purchased input use accounted 
for went up from 68.9% to 82.2%. The F change asso-
ciated with R2 change of .133 is statistically significant 
showing that adding rural transport infrastructure 
variables to the model increases the model’s pre-
dictive capacity. This is to mean that rural transport 
infrastructure explained additional13.3% of the vari-
ance in purchased input use, after controlling for the 
possible effects of potential confounding variables 
[∆R2 = 0.133, ∆F (6, 483) = 59.764, p < 0.001]. The 
unstandardized regression coefficients (β), intercept, 
and the standardized regression coefficients (Beta), 
for the full model are reported in table 5.

5. Discussion

5.1 Family size and purchased input use
The results of hierarchical multiple regression 
revealed a positive relationship between family size 
and purchased input use indicating that large families 
spend more on purchased input use as compared to 
small families. There are many prior research find-
ings that explain how the number of family mem-
bers’ influences purchased input use decisions of 
smallholder farmers. For example, Nambiro (2008) 
found a significant positive effect of family size on 
the proportion of farm allocated to the cultivation 
of improved hybrid maize seed. Another study by 
Kamara (2004) and Perz (2003) found availability 
of family labor as a precondition for greater use of 
chemical fertilizers, pesticides, and improved seeds. 
Therefore, labor-augmenting technologies are impor-
tant to encourage small families so that they can take 
part in input market participation. As a result, this 
finding supports induced technical innovation theory 
that agricultural equipment designed for use in small 
farm plots make it feasible for farmers to shift from 
labor-intensive practices to higher-yielding mecha-
nized practices (Hayami and Ruttan 1993).

5.2 Household-level asset variables and purchased 
input use

5.2.1 Landholding
This study found a negative and statistically signifi-
cant relationship between farm size and smallholder 
farmer’s purchased input use. Past studies have found 
a mixed result. For instance, the largest share of house-
holds renting mechanization is more likely related to 
large farming size (Diao et al. 2016; Ma et al. 2018). In 
addition, Ma et al. (2018) investigated the determinant 
role of increased farmland values on the level of sup-
plementary feed used for dairy production. Kiplimo 
and Ngeno (2016) and Hung et al.(2007) also found 
a negative relationship between a continuous reduc-
tion in farm size (farm fragmentation) and farm house-
hold level input use. In contrary to these findings, FAO 
(2015) found the use of seed and fertilizer technolo-
gies to be scale-neutral, which is their use intensity 
does not depend on farm size. FAO further underlined 
that, since fertilizer is ‘a land augmenting input’, small-
holders use it intensively, probably to substitute for 
land (p. 10). Our finding goes in line with FAO’s find-
ing supporting the theory of induced technical inno-
vation which advocates the need to substitute the 
relatively less scarce and cheap factors of production 
(fertilizer) for more scarce and expensive ones (land) 
(Hayami and Ruttan 1985;Hayami and Ruttan 1993). 

5.2.2 Off-farm income
The study revealed that income from off-farm sourc-
es positively influenced the application of comple-
mentary inputs such as fertilizer, pesticides, and high  
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yielding seed varieties. This is because off-farm income 
was an important source for smallholder farmers to 
increase their market access to agricultural inputs to 
intensify production. Findings of this study are in line 
with those of Dahal et al. (2007), who concluded that 
off-farm income earning opportunities drive small-
holders towards agricultural intensification. Kamara 
(2004) also found that farmers’ access to adequate and 
sustainable off-farm income has a significant effect on 
their use of modern agricultural inputs. Moreover, in 
their seminal work, Lim-Applegate et al. (2002) point-
ed out the significance of off-farm employment as 
a source of income for Australian farm families. 

5.3 Cooperative membership and purchased input 
use
Membership in agricultural cooperatives is among the 
variables that determine the propensity of smallhold-
er farmer’s participation in the agricultural input mar-
ket. In this research, it was expected to have a positive 
influence. Accordingly, membership in farmer coop-
eratives was found to significantly influence the level 
of participation in agricultural input marketing. There 
are several points that help us to maintain this view. 
Firstly, agricultural cooperatives play a pivotal role in 
subsidizing fertilizer and seed distribution. Secondly, 
participating in farmer organizations has the poten-
tial to secure better prices for produce. And thirdly, 
they also play a key role in improving farmer’s access 
to technical advice. The results thus obtained are 
compatible with previous studies. For instance, in 
their research findings, Birachi et al. (2011) indicat-
ed that membership to cooperative society was the 
significant driver of agricultural commercialization 
among food crop farmers in Burundi. Furthermore, 
Carrer et al. (2018) found significant and positive 
relationship between participation in pools (cooper-
atives) and the adoption of forward contracts among 
citrus growers in the State of Sao Paulo, Brazil. 

5.4 Rural transport infrastructure and purchased 
input use

5.4.1 Distance to major market
Access to agricultural input markets is expected 
to be negatively correlated with the total values of 
purchased input use. It is, therefore, hypothesized 
that reduced distance to major market will positive-
ly affect smallholder farmers’ purchased input use. 
As expected, there was a negative and significant 
association between distance to the nearest major 
market and total values of purchased input use. The 
current results confirmed the hypothesis that farm-
ers with reduced physical distance to input markets 
have a higher probability of using modern agricul-
tural inputs than those who are remote (Hailu and 
Fana 2017). This is partly because the costs of obtain-
ing agricultural inputs such increase more quick-
ly with increased distance to input supply centers. 

This finding also corroborates the ideas of Nin-Pratt 
(2016) and Katungi et al. (2011), who suggested that 
greater access to urban markets increases the inten-
sity of input use and productivity in the rural sector. 

5.4.2 Distance to farm plot
As expected, the regression result showed that plot 
distance from the homestead has a negative and sig-
nificant relationship with total values of purchased 
input use. It may be the case therefore that the more 
remote the farm plot from farmer’s residence, the 
lesser would be the probability of purchased agricul-
tural input utilization. This result is in line with the 
findings of a great deal of the previous work in this 
field. For instance Hailu et al. (2014) found a statis-
tically significant negative relationship between plot 
distance from the homestead and probability of chem-
ical fertilizer adoption decision. By using a dataset 
from Ghana, Kotu et al. (2017) also found that plots 
located adjacent to the homestead are more likely to 
adopt sustainable agricultural intensification practic-
es than the more distant ones.

5.4.3 Distance to all weather road
The current study found a negative and statistically 
significant association between distance to all weather 
road and total values of purchased input use. It is evi-
dent that the cost of transport is determined by taking 
account of road roughness and seasonality. All weather 
road was reported from earlier studies to be an impor-
tant variable which explains variations in purchased 
input use. For example, in Madagascar, Ninnin (1997) 
reported that dry season fares were less costly than 
wet season fares. By using data drawn from longitudi-
nal Ethiopian Rural Household Surveys, Wondemu and 
Weiss (2012) also reported that improving the class 
of rural roads to a degree that allows all-weather road 
access sharply increases average household income. 
They further established that with the equal level of 
farmland ownership, having paved road access allows 
a smallholder farmer to generate 82% higher income 
than would be the case with poor access road. Using 
cross-sectional data, Beshir (2014) also examined the 
factors that affect the probability of improved forage 
seeds adoption in two districts of South Wollo zone, 
Ethiopia. He found a negative and statistically signifi-
cant relationship between distance to all weather road 
and the probability of adoption and intensity of use of 
improved forage seeds. 

5.4.4 Transport cost
The coefficient of transport cost incurred had the 
expected negative sign and significant effect on the 
total values of purchased input use (see Table 4). This 
is because, on the whole, it has been established that 
there is a strong correlation between transport cost 
incurred and the ability of smallholder farmers to 
purchase and use modern agricultural inputs. This 
finding is consistent with previous studies of Kotu 
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et al. (2017), who reported that because of inefficient 
input markets characterized by high transaction and 
transport costs, in Ghana, farmers mostly pay high-
er than official prices for nitrogen, phosphorus and 
potassium (NPK) fertilizer. In another study in Aus-
tralia, Freebairn (2003), reported that Australians 
who live in remote rural areas will incur additional 
transport costs to get access to some services offered 
in large urban areas. Similarly, according to Wonde-
mu and Weiss (2012), high input prices due to lack 
of infrastructure, such as underdeveloped rural road 
networks have led to high transport costs for farm 
inputs, thus holding back farmers’ demand for pur-
chased input use.

5.4.5 Mode of transport
The survey showed a marked variation in the pur-
chased input use among smallholder farmers by type 
of transport mode owned and used. This research 
found that an improvement in the mode of rural 
transport use from head-loading to animal cart will 
result in an additional 1090.493 birr investment in 
purchased input use by smallholder farmers. The 
supply of agricultural inputs was expected to increase 
substantially with the increased probability of mod-
al shift. The overall efficiency of the transport mode 
used can seriously affect access to farm inputs. As 
a result, with respect to transport mode owned and 
used, modern input use was expected to be higher 
for smallholder farmers who owned animal cart as 
compared to those who use the various methods of 
human porterage (head, shoulder, and back-loading). 
Our finding reveals that ownership of pack animals is 
the most deriving factor for input market participa-
tion where the difference in purchased input use was 
seen among those who own and not. 

Past empirical findings suggested that limited 
access to an improved mode of transport that helps to 
move farm inputs from input delivery center to home-
stead and from homestead to farm remains a major 
challenge for smallholder farmers (Hine 2004). 
According to Zewdie (2015), those households who 
face binding transport constraints may be unsuccess-
ful to afford the maximum desired levels of input use. 
The traditional mode of transport like human porter-
age negatively affected the level of input use for agri-
cultural production in Nigeria (Akramov 2009; Orak-
wue et al. 2015). Yet, the use of improved inputs, such 
as fertilizer and improved seeds is very low among 
those smallholders who do not own transport animals 
as compared to those who own the same. In Ethiopia 
too, transport mode choice is said to be an increas-
ingly important area in getting access to agricultural 
inputs for smallholder farmers (Kassa 2014).

5.4.6 Road Condition
Linking smallholder farmers with a good road net-
work was found to be positive and significant in access  
to and utilization of purchased farm inputs. If all other 

variables are controlled, a good road condition, as 
opposed to bad road condition, will result in an addi-
tional ETB 1832.569 investment in purchased input 
use by smallholder farmers. This current study fur-
ther showed that a good road system from input mar-
ket to the farms would allow easy and timely access 
to purchased inputs. This might also partly explain 
why good-quality roads (paved roads) provide a good 
stimulus to farm profitability and productivity of the 
rural economy. 

A study by Quan (2009) showed that good physi-
cal connections to input markets are a fundamental 
enabler for smallholder farmer’s purchased input 
use. He further showed that good road access being 
paramount for farm input commercialization through 
new technologies that increased the yield of basic 
food crops. Another recent study in Kenya and Tan-
zania by Bradbury et al. (2017) explicitly revealed the 
poor accessibility challenges that smallholder farm-
ers experience in getting agricultural inputs from the 
market to the farms. In their examination of the trans-
port costs and access constraints for well connected 
and remote rural farmers of Kenya and Tanzania, they 
found that smallholders who are linked by a network 
of unclassified, earth access tracks that are poorly 
maintained and mostly impassable during the rainy 
seasons are less likely to use of purchased inputs than 
those who are connected to good road networks link-
ing farming areas to major markets. 

6. Conclusion and policy implications

It is incontestable that rural road connectivity and 
rural transport services are among the key compo-
nents for rural development, as it promotes access to 
economic and social services, stimulating the demand 
and consumption of purchased agricultural inputs 
that in turn enhance production and productivity of 
the farmers. To this end, this study revealed that size 
of land holding, distance to major market, distance 
to all-weather road, distance to farm plot, transport 
cost have a significant negative relationship with 
purchased input use. Whereas family size, off-farm 
income, and membership in a cooperative are found 
to be significant and positively related to smallholder 
farmers’ purchased input use. 

Two important policy implications emerged from 
the study: First, to free smallholder farmers from 
a vicious cycle of subsistence production, policy 
reforms in the area of rural infrastructure, access to 
input markets and to credit facilities must be the cen-
tral government and local government’s rural devel-
opment top priority. Second, input use intensification 
need a close policy follow-up so as to enhance produc-
tion and productivity of farmers. Hence, a policy-mix 
that can increase smallholder farmers’ off-farm 
income is desirable as income is a critical predictor of 
improved seed and fertilizer use.
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7. Limitations and future research directions

First and foremost, the most obvious limitation of this 
study is its cross-sectional design. This limitation calls 
upon future research to adopt a longitudinal (time 
series) study approach to robustly capture the impact 
of public infrastructure investment towards determin-
ing the exact role of rural transport infrastructure in 
purchased input use. Second, the environmental costs 
of modern agricultural input use were overlooked by 
this study; therefore, future research concerns should 
consider a more in-depth analysis of the impact of 
modern agricultural input use on environmental qual-
ity. To measure smallholder farmers’ purchased input 
use intensity, the total financial cost (monetary value) 
of variable inputs was used. Purchased input use in 
this study is therefore refers to the quantity of mon-
ey that smallholder farmers spent on major food crop 
variable inputs (chemical fertilizer, improved seed, 
and pesticides) in 2015/16 crop production season. 
Indeed, in order to estimate the extent of purchased 
input use we used information on quantity of varia-
ble inputs used and the prices at which they are pur-
chased. Since the effect of agricultural input use on 
farmers’ productivity is not the concern of this paper, 
it can be another potential area for future study.

References

Abdullah, Ahamad, R., Ali, S., Chandio, A. A., Ahmad, 
W., Ilyas, A., Din, I. U. (2017): Determinants of 
Commercialization and its impact on the Welfare of 
Smallholder rice Farmers by using Heckman’s two-stage 
approach. Journal of the Saudi Society of Agricultural 
Sciences 18(2), 224–233, https://doi.org/10.1016 
/j.jssas.2017.06.001.

Akramov, K. (2009): Decentralization, agricultural services 
and determinants of input use in Nigeria (IFPRI 
Discussion Paper No. 00941). Washington, D.C., USA: 
International Food Policy Research Institute (IFPRI). 
Retrieved from http://www.ifpri.org/category 
/publication-type/discussion-papers. 

Arethun, T., Bhatta, B. P. (2012): Contribution of rural 
roads to access to- and participation in markets: 
Theory and results from Northern Ethiopia. Journal of 
Transportation Technologies 2, 165–174, https: 
//doi.org/10.4236/jtts.2012.22018.

Banerjee, A., Duflo, E., Qian, N. (2012): On the Road: Access 
to transportation infrastructure and economic. Paper 
presented at IGC Conference, London, https: 
//doi.org/10.3386/w17897.

Bekele, A., Kassa, B., Legesse, B., Lemma, T. (2010): Effects 
of crop commercial orientation on productivity of 
smallholder farmers in drought-prone areas of the 
Central Rift Valley of Ethiopia. Ethiopian Journal of 
Agricultural Sciences 20, 16–34.

Belay, K. (2015). Agricultural extension in Ethiopia: The case  
of participatory demonstration and training extension 
system. Journal of Social Development in Africa 18(1), 
49–84, https://doi.org/10.4314/jsda.v18i1.23819.

Beshir, H. (2014). Factors affecting the adoption and 
intensity of use of improved forages in North East 
Highlands of Ethiopia. American Journal of Experimental 
Agriculture 4(1), 12–27, https://doi.org/10.9734 
/AJEA/2014/5481.

Beyene, B., Hundie, D., Gobena, G. (2015): Assessment 
on dairy production system and its constraints in 
Horoguduru Wollega Zone, Western Ethiopia. Science, 
Technology and Arts Research Journal 4(2), 215–221, 
https://doi.org/10.4314/star.v4i2.28.

Birachi, E. A., Ochieng, J., Wozemba, D., Ruraduma, C., 
Niyuhire, M. C. (2011): Factors influencing smallholder 
farmers’ bean production and supply to market in 
Burundi. African Crop Science Journal 19(4), 335–342.

Bradbury, A., Hine, J., Njenga, P., Otto, A., Muhia, G., Willilo, S. 
(2017): Evaluation of the effect of road condition on the 
quality of agricultural produce (Report No. RAF2109A). 
United Kingdom: Cardno Emerging Markets (UK) Ltd.

Carrer, M. J., Silveira, Rodrigo L. F., Filho, H. M. (2019): 
Factors influencing hedging decision: evidence 
from Brazilian citrus growers. Australian Journal of 
Agricultural and Resource Economics 63(1), 1–19, 
https://doi.org/10.1111/1467-8489.12282.

Christiaensen, L. (2017): Agriculture in Africa – Telling 
myths from facts: A synthesis. Food Policy, 67, 1–11, 
https://doi.org/10.1016/j.foodpol.2017.02.002.

CSA. (2011): Federal Democratic Republic of Ethiopia 
Central statistical Agency Statistical Abstract, Addis 
Ababa, Ethiopia.

CSA. (2014): Agricultural sample survey: Report on farm 
management practices for private peasant holdings, 3, 
Addis Ababa, Ethiopia.

CSA. (2015): Key Findings of the 2014/2015 Agricultural 
Sample Surveys. The Federal Democratic Republic of  
Ethiopia Central Statistical Agency, Addis Ababa, Ethiopia.

CSA. (2017): Ethiopia: Demographic and health survey 
2016. Central Statistical Agency, Addis Ababa, Ethiopia 
and ICF International, Maryland, USA.

Dahal, B. M., Sitaula, B. K., Bajracharya, R. M. (2007): 
Sustainable agricultural intensification for livelihood 
and food security in Nepal. Asian Journal of Water, 
Environment and Pollution 5(2), 1–12.

Daoud, J. I. (2017): Multicollinearity and regression 
analysis. Journal of Physics: Conference Series 949, 1–6, 
https://doi.org/10.1088/1742-6596/949/1/012009.

Delaney, S., Livingston, G., Schonberger, S. (2017). Right 
place, right time: Increasing the effectiveness of 
agricultural development support in sub-Saharan Africa 
development support in sub-Saharan Africa. South 
African Journal of International Affairs 18(3), 341–365, 
https://doi.org/10.1080/10220461.2011.622950.

Diao, X., Silver, J., Takeshima, H. (2016): Agricultural 
mechanization and agricultural transformation 
(Background Paper for African Transformation Report 
2016: transforming Africa’s agriculture). International 
Food Policy Research Institute.

Didenko, N., Skripnuk, D., Mirolyubova, O., Radion, M. (2017):  
Analysis of rural areas development of the region using 
the adl-model. Research for Rural Development 2, 
https://doi.org/10.22616/rrd.23.2017.061.

Elias, A., Nohmi, M., Yasunobu, K., Ishida, A. (2013): Effect 
of agricultural extension program on smallholders’ 
farm productivity: Evidence from three peasant 
associations in the highlands of Ethiopia. African Journal 



180 Sileshi Tamene, Tebarek Lika Megento

of Agricultural Research 6(2), 476–487, https: 
//doi.org/10.5539/jas.v5n8p163.

FAO. (2015): The economic lives of smallholder farmers:  
An analysis based on household data from nine countries,  
Rome, Italy.

Freebairn, J. (2003): Economic policy for rural and regional 
Australia. Australian Journal of Agricultural and 
Resource Economics 47(3), 389–414, https: 
//doi.org/10.1111/1467-8489.00220.

Friday, O. R., Emenonye, C. (2012): The detention and 
correction of multicollinearity effects in a multiple 
regression diagnostics. Elixir International Journal 49, 
10108–10112.

Fufa, B., Hassan, R. (2006): Determinants of fertilizer use 
on maize in Eastern Ethiopia: A weighted endogenous 
sampling analysis of the extent and intensity of adoption. 
Agrekon 45(1), 38–49, https://doi.org/10.1080 
/03031853.2006.9523732.

Gebremedhin, B., Hoekstra, D. (2008): Market orientation of 
smallholders in selected grains in Ethiopia: Implications 
for enhancing commercial transformation of subsistence 
agriculture. IPMS (Improving Productivity and Market 
Success) of Ethiopian Farmers. Project Working Paper 
No. 11. ILRI.

Gray, P. S., Williamson, J. B., Karp, D. A., Dalphin, J. R. (2007):  
The Research Imagination: An Introduction to Qualitative  
and Quantitative Methods. Cambridge: Cambridge 
University Press, https://doi.org/10.1017 
/CBO9780511819391. 

Hailu, B. K., Abrha, B. K., Weldegiorgis, K. A. (2014): 
Adoption and impact of agricultural technologies on 
farm income: evidence from Southern Tigray, Northern 
Ethiopia. International Journal of Food and Agricultural 
Economics 2(4), 91–106.

Hailu, C., Fana, C. (2017): Determinants of Input 
Commercialization as Buyers of Agro-chemicals and 
improved seed: Evidence from farm households’ of 
Ambo and Toke Kutaye districts, West Shewa Zone, 
Ethiopia. American Research Journal of Agriculture 3(1), 
1–14, https://doi.org/10.21694/2378-9018 
.17004.

Hayami, Y., Ruttan, V. W. (1985): Agricultural development. 
Johns Hopkins University Press, Baltimore.

Hayami, Y., Ruttan, V. W. (1993): Induced technical and 
institutional change evaluation and reassessment: two 
chapters. Bulletin Number 93-1, University of Minnesota 
Economic Development Center, Minnesota, USA.

Hellin, J., Lundy, M., Meijer, M. (2009): Farmer organization, 
collective action and market access in Meso-America. 
Food Policy, 34(1), 16–22, https://doi.org/10.1016 
/j.foodpol.2008.10.003. 

Hine, J. (2004): Good Policies and Practices on Rural 
Transport in Africa Planning Infrastructure and Services 
(SSATP Working Paper No. 100). Washington, D.C., USA: 
The World Bank.

Hung, P. Van, MacAulay, T. G., Marsh, S. P. (2007):  
The economics of land fragmentation in the North of 
Vietnam. Australian Journal of Agricultural and Resource  
Economics 51, 195–211, https://doi.org/10.1111 
/j.1467-8489.2007.00378.x.

Imdadullah, M., Aslam, M., Altaf, S. (2016): mctest:  
An R Package for Detection of Collinearity among 
Regressors. The R Journal 8(2), 495–505, https:// 
doi.org/10.32614/RJ-2016-062.

Jayne, T. S. Ã., Govereh, J., Wanzala, M., Demeke, M. (2003): 
Fertilizer market development: a comparative analysis of 
Ethiopia, Kenya , and Zambia. Food Policy 28, 293–316,  
https://doi.org/10.1016/j.foodpol.2003.08.004. 

Jelilov, G., Kachallah, M. B. (2017): The nexus among road 
transport and the economic growth in Nigeria. The 
Journal of Middle East and North Africa Sciences 3(9), 
22–29, https://doi.org/10.12816/0040813.

Kamara, A. B. (2004): The impact of market access on 
input use and agricultural productivity: evidence from 
Machakos district, Kenya. Agrekon 43(2), 202–218, 
https://doi.org/10.1080/03031853.2004.9523645.

Kassa, B. (2014): Assessment of factors affecting 
agricultural production : Evidence from smallholder 
farmers of Southern Tigray, Northern Ethiopia (master’s 
thesis). Mekelle University, Mekelle, Ethiopia.

Katungi, E., Horna, D., Gebeyehu, S., Sperling, L. (2011): 
Market access, intensification and productivity of 
common bean in Ethiopia: A microeconomic analysis. 
African Journal of Agricultural Research 6(2), 476–487.

Kim, N. (2015): Tests based on skewness and kurtosis for 
multivariate normality. Communications for Statistical 
Applications and Methods 22(4), 361–375, https: 
//doi.org/10.5351/CSAM.2015.22.4.361.

Kiplimo, L. B., Ngeno, V. (2016): Understanding the effect 
of land fragmentation on farm level efficiency: An 
application of quantile regression-based thick frontier 
approach to maize production in Kenya. Paper presented 
at the 5th International Conference of the African 
Association of Agricultural Economists, September 
23–26, 2016, Addis Ababa, Ethiopia.

Kotu, B. H., Alene, A., Manyong, V., Hoeschle-Zeledon, I., 
Larbi, A. (2017): Adoption and impacts of sustainable 
intensification practices in Ghana. International Journal 
of Agricultural Sustainability 15(5), 539–554, https://
doi.org/10.1080/14735903.2017.1369619.

Lim-Applegate, H., Rodriguez, G., Olfert, R. (2002): 
Determinants of non-farm labour participation rates 
among farmers in Australia. Australian Journal of 
Agricultural and Resource Economics 46(1), 85–98, 
https://doi.org/10.1111/1467-8489.00168.

Lulit, A. (2012): Impact of Road on Rural Poverty Evidence 
Form Fifteen Rural Villages in Ethiopia (master’s thesis). 
Erasmus University Rotterdam, Institute of Social 
Studies (ISS), The Hague, the Netherlands.

Ma, W., Bicknell, K., Renwick, A. (2019): Feed use 
intensification and technical efficiency of dairy farms 
in New Zealand. Australian Journal of Agricultural and 
Resource Economics 63(1), 20–38, https:// 
doi.org/10.1111/1467-8489.12283.

Margarian, A. (2011): Endogenous Rural Development: 
Empowerment or Abandonment? Paper presented at 
the 4th International Summer Conference in Regional 
Science, Dresden.

Markelova, H., Meinzen-dick, R., Hellin, J., Dohrn, S. (2009): 
Collective action for smallholder market access. Food 
Policy 34(1), 1–7, https://doi.org/10.1016 
/j.foodpol.2008.10.001.

Minten, B., Koru, B., Stifel, D. (2013): The last mile(s) in 
modern input distribution: Pricing, profitability, and 
adoption. Agr Econ 44(6), 629–646, https:// 
doi.org/10.1111/agec.12078.

Miot, H. A. (2017): Assessing normality of data in clinical 
and experimental trials. Vasc Bras 16(2), 88–91, https://
doi.org/10.1590/1677-5449.041117.



Effect of rural transport on smallholder farmers’ purchased input use 181

Nambiro, E. (2008): Trends in land use and agricultural 
intensification in Kakamega, Western Kenya (Doctoral 
dissertation, Rheinische Friedrich-Wilhelms University, 
Nairobi, Kenia). Retrieved from http://hss.ulb.uni-bonn 
.de/diss.

Negari, K. I. (2017): Compiled Body of Works in Field 
Epidemiology. Ethiopia Field Epidemiology Training 
Program(EFETP) Addis Ababa University.

Nin-Pratt, A. (2016): Agricultural Intensification and 
Fertilizer Use. In: Samuel Benin (Ed.), Agricultural 
productivity in Africa : trends, patterns, and 
determinants (pp. 199–246). Washington, DC: 
International Food Policy Research Institute.

Ninnin, B. (1997): Transport et Developpement 
A Madagascar. French Co-operation Ministry and 
Malagasy Public Works Ministry, INRETS.

Olana, B. T. (2006): People and Dam: Environmental and 
Socio-economic changes induced by reservoir in Fincha 
Water shades, Western Ethiopia. PhD Dissertation, 
Wageningen University, Netherland.

Orakwue, C., Umeghalu, I., Ngini, J. (2015): Effects of Road 
Transport on Agricultural Productivity: A Case Study of 
Ayamelum Local Government Area of Anambra State, 
Nigeria. Inter J Appl Sci Engr 3(1), 1–4. 

Osborne, J. W., Waters, E. (2002): Four assumptions of 
multiple regression that researchers should always test. 
Practical Assessment, Research, and Evaluation 8(2), 1–5.

Perz, S. G. (2003): Social determinants and land use 
correlates of agricultural technology adoption in a forest 
frontier: A case study in the Brazilian Amazon. Human  
Ecology 31(1), 133–165, https://doi.org/10.1023 
/A:1022838325166.

Pingali, P. L., Rosegrant, M. W. (1995): Agricultural 
commercialization and diversification: processes and 
policies. Food Policy 20(3), 171–185, https: 
//doi.org/10.1016/0306-9192(95)00012-4.

Quan, T. T. (2009): Transition from subsistence farming to 
commercial agriculture in Quang Binh province, Vietnam 
(doctoral dissertation). Lincoln University, Oxford, USA.

Roland-holst, D. (2009): Infrastructure as a Catalyst 
for Regional Integration, Growth, and Economic 
Convergence: Scenario Analysis for Asia. In: F. Zhai (Ed.),  
From Growth to Convergence: Asia’s Next Two Decades 
(108−149). Palgrave Macmillan UK, https:// 
doi.org/10.1057/9780230250604_4.

Ruttan, V. W. (2008): Induced technical change induced 
institutional change and mechanism design. Paper 
presented at the 10th International Workshop on 
Institutional Economics, Institutions, Technology and 
their Roles in Economic Growth, University of Hart.

Ruttan, V. W. (1996): Induced Innovation and Path 
Dependence: A Reassessment with Respect to 
Agricultural Development and the Environment. 
Technological Forecasting and Social Change 53, 41–59, 
https://doi.org/10.1016/0040-1625(96)00055-8.

Ruttan, V. W., Hayami, Y. (1984): Toward a theory of induced 
institutional innovation. The Journal of Development 
Studies 20(4), 203–223, https:// 
doi.org/10.1080/00220388408421914.

Salami, A., Kamara, A. B., Brixiova, Z. (2010): Smallholder 
Agriculture in East Africa: Trends, Constraints and 
Opportunities. Working Papers Series No. 105, African 
Development Bank, Tunis, Tunisia.

Tamene, S., Megento, T. L. (2017): The effect of rural 
road transport infrastructure on smallholder farmers’ 
agricultural productivity in Horro Guduru Wollega 
zone, Western Ethiopia. AUC Geographica 52(1), 79–89, 
https://doi.org/10.14712/23361980.2017.7.

Vandercasteelen, J., Tamru, S., Minten, B., Swinnen, J. 
(2016): Cities and Agricultural Transformation in Africa: 
Evidence from Ethiopia (Working Paper No. 374/2016). 
Belgium: LICOS Centre for Institutions and Economic 
Performance, https://doi.org/10.2139/ssrn.2744504.

Weir, S., Knight, J. (2004): Externality effects of education: 
Dynamics of the adoption and diffusion of an innovation 
in rural Ethiopia. University of Chicago, https:// 
doi.org/10.1086/423254.

Wondemu, K. A., Weiss, J. (2012): Rural Roads and 
Development: Evidence from Ethiopia. EJTIR 12(4), 
417–439.

Worku, I. (2011): Road sector development and economic 
growth in Ethiopia. Ethiopia Support Strategy Program 
II, International Food Policy Research Institute, Addis 
Ababa, Ethiopia, 101–146.

Yap, B. W., Sim, C. H. (2011): Comparisons of various types 
of normality tests. Journal of Statistical Computation and 
Simulation 81(12), 2141–2155, https://doi.org/10.1080
/00949655.2010.520163.

Zewdie, T. D. (2015): Access to Credit and the Impact 
of Credit constraints on Agricultural Productivity 
in Ethiopia: Evidence from Selected Zones of 
Rural Amhara (master’s thesis). Addis Ababa 
University, Ethiopia.Salami, A., Kamara, A. B., Brixiova, 
Z. (2010): Smallholder Agriculture in East Africa: Trends, 
Constraints and Opportunities. Working Papers Series 
No. 105, African Development Bank, Tunis, Tunisia.

Tamene, S., Megento, T. L. (2017): The effect of rural 
road transport infrastructure on smallholder farmers’ 
agricultural productivity in Horro Guduru Wollega 
zone, Western Ethiopia. AUC Geographica 52(1), 79–89, 
https://doi.org/10.14712/23361980.2017.7.

Vandercasteelen, J., Tamru, S., Minten, B., Swinnen, J. 
(2016): Cities and Agricultural Transformation in Africa: 
Evidence from Ethiopia (Working Paper No. 374/2016). 
Belgium: LICOS Centre for Institutions and Economic 
Performance, https://doi.org/10.2139/ssrn.2744504.

Weir, S., Knight, J. (2004): Externality effects of education: 
Dynamics of the adoption and diffusion of an innovation 
in rural Ethiopia. University of Chicago, https://doi 
.org/10.1086/423254.

Wondemu, K. A., Weiss, J. (2012): Rural Roads and 
Development: Evidence from Ethiopia. EJTIR 12(4), 
417–439.

Worku, I. (2011): Road sector development and economic 
growth in Ethiopia. Ethiopia Support Strategy Program 
II, International Food Policy Research Institute, Addis 
Ababa, Ethiopia, 101–146.

Yap, B. W., Sim, C. H. (2011): Comparisons of various types 
of normality tests. Journal of Statistical Computation and 
Simulation 81(12), 2141–2155, https://doi.org/10.1080 
/00949655.2010.520163.

Zewdie, T. D. (2015): Access to Credit and the Impact 
of Credit constraints on Agricultural Productivity in 
Ethiopia: Evidence from Selected Zones of Rural Amhara 
(master’s thesis). Addis Ababa University,  
Ethiopia.



182 Original Article

The fertility revolution in Zimbabwe with special 
regards to proximate determinants of fertility
Collet Muza*

Charles University, Faculty of Science, Department of Demography and Geodemography, Prague, Czechia
* Corresponding author: colletmuza@gmail.com

ABSTRACT
The role of proximate determinants in moderating fertility decline is well documented in developing countries. In Zimbabwe, howev-
er, there is a limited understanding of the role of proximate determinants on fertility levels and trends. This study aimed to examine 
the role of proximate determinants of fertility (namely marriages, postpartum infecundity and contraception) using the Bongaarts 
proximate determinants model. The impact of these determinants is studied on a sample of married women aged 15–49 years’ 
and corresponding cross-sectional data obtained through the six consecutive Zimbabwe Demographic Health Surveys (ZDHSs) hold 
in 1988, 1994, 1999, 2005 and 2015. The results reveal that the overall fertility declined from 5.4, 3.8 and 4.0 children per woman 
observed among 1988, 1999 and 2015 ZDHSs, respectively. This change was caused by the contraceptive inhibitive effect, which 
correspondingly increased from 3.00 to 4.65 and 6.45 children per woman. The fertility stalling observed in 1999 and after that is 
caused by postpartum infecundity and marital fertility inhibition which decreased with time. Moreover, contraceptive inhibition 
effect increased with education, wealth quintiles, and urban residence. In contrast, marital and postpartum infecundity fertility 
inhibition effects inversely correlate with education, wealth quintiles, and the place of residence. Therefore, to foster further fertil-
ity decline to replacement level, policies should promote contraceptive adoption, more extended breastfeeding periods and delay 
entry into early marriages. Furthermore, women empowerment, especially the promotion of female education to higher education 
and female employment, could be useful tools to further fertility decline.
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1. Introduction 

A significant number of African countries have experi-
enced either sustained high fertility or fertility stalling 
at midway transition, which has put future prospects 
of fertility decline into doubt and made demographers 
question the demographic transition theory. Accord-
ing to Bongaarts (2008), fertility stalling is when 
a country does not experience significant fertility 
decline of 10% or more between two successive sur-
veys demographic and health surveys. Consequently, 
because of sustained high fertility and low mortality, 
the population growth rate in Africa has remained 
high at about 2.5% per annum since 1960 (United 
Nations 2017). The population doubling time asso-
ciated with such an annual growth rate is 28 years. 
Thus, the population of Africa grew from 0.3 to 1.2 bil-
lion from 1960 to 2015 (ibid.). The challenge is that 
high population growth has been shown to negatively 
affect socio-economic and human development (Bird-
sall and Sinding 2001). This is alarming since Africa 
is already the world’s least developed region (United 
Nations 2017).

In 1956, it was propounded that socioeconomic 
background factors operate through 11 proximate 
determinants to influence the level of fertility in any 
society (Davis and Blake 1956). Further, Bongaarts 
(1978) revised and reduced Davies and Blake’s 11 
into 7 proximate determinants of fertility. Further-
more, Bongaarts (1982) demonstrated, that 96% of 
fertility levels and variation in developing countries 
is a result of four main proximate determinants; 
marriage, postpartum infecundity, abortion and con-
traception. The remaining seven variables explain 
a small part of the total fertility rate variation (ibid.). 
The challenge is that Africa lacks historical and cur-
rent complete vital registration systems for conduct-
ing such analysis (Dyson 2013). However, the seminal 
work of Notestein (1945) has established that the 
fertility revolution from natural to controlled fertil-
ity regimes is a result of the deliberate adoption of 
birth control methods (contraception). Unlike Europe 
where women of older reproductive ages used stop-
ping reproductive behaviour and natural methods of 
fertility limitation, in Africa, efficient modern meth-
ods of contraception were used for both child spacing 
and stopping in younger and older reproductive ages 
respectively (Caldwell and Caldwell 2002). Thus, in 
Africa, the fertility revolution, although still incom-
plete, once started, is more rapid than Europe’s his-
torical fertility transitions.

In Zimbabwe, fertility had declined from TFR 5.4 in 
1984 to 3.8 in 1999 has been both development and 
crisis-driven fertility decline (Mhloyi 1988; Müller 
et al. 2013). Development-driven fertility decline is 
typical of the Becker’s theory of fertility decline when 
for instance, highly urbanized, educated and high 
incomes women were further ahead in the fertility 
transition than disadvantaged socioeconomic groups 

(Mhloyi 1988; Müller et al. 2013). In contrast, cri-
sis-driven fertility decline is when a combination of 
high costs of living, declining incomes, civil unrest and 
persistence droughts in Zimbabwe has forced couples, 
regardless of their levels of modernization, to adopt 
their fertility downwards (Mhloyi 1988). For instance, 
the costs related to the education of the children rath-
er than the education of mothers themselves have led 
women to decrease their demand for children. In other 
words, the high costs of living reverse the wealth flow 
from children to parents (Caldwell and Caldwell 2002).

However, Gould (2015) has argued that crisis-driv-
en fertility decline cannot be sustained in the long 
run. Precisely fertility in Zimbabwe has stalled at 
midway transition at about 4 children per woman 
since 2000 (ZIMSTAT and ICF International 2016). 
The question is whether fertility stalled as a result of 
changes in background variables or changes in proxi-
mate determinants? 

Although the effects of the proximate determi-
nants on fertility have been documented in Zimbabwe 
(Guilkey and Jayne 1997; Letamo and Letamo 2001; 
Mhloyi 1986; Muhwava and Muvandi 1994; Siban-
da 1999), little has been done recently to show the 
current scenario with regard to proximate determi-
nants. Undoubtedly, the socioeconomic circumstances 
appear to have changed since significantly changed, 
which might also change the proximate determinants. 
Thus, this study seeks to assess the proximate deter-
minants of fertility in Zimbabwe, incorporating recent 
data. The data were pooled from 6 consecutive (1988, 
1994, 1999, 2005 2010, and 2015) Zimbabwe Demo-
graphic and Health Surveys (ZDHSs). This study will 
contribute to our knowledge and understanding of 
proximate determinants of fertility in Zimbabwe and 
how they have associated fertility levels and trends.

A substantial body of literature has generally 
agreed that Africa’s early and universal nuptiality con-
ditions are more conducive to high fertility rates than 
witnessed in Europe’s historical conditions (Chesnais 
1992; Coale 1973; Dyson 2013). Undeniably, entry 
into marriage serves as a risk factor to childbearing 
as most of the childbearing was happening in mar-
riages (Bongaarts 1982; Coale 1973). In Zimbabwe, 
a recent study by Sayi and Sibanda (2018) based on 
2014 Zimbabwe Multiple Indicators Cluster Survey 
(MICS) indicates that 1 in 4 women aged 15–19 years 
were currently married, while among 20–49 years 
about 32% were married before 18 years of age. Fur-
ther, the gap between marriage and childbearing is 
very small as couples seek to strengthen their mar-
riage with children (Chitereka and Nduna 2010). Mar-
ital dissolutions have been found to be insignificant 
to fertility levels as remarriages occur early (Mhloyi 
1988). However, it is possible that nuptiality patterns 
changed with time and consequently fertility levels. 

Polygyny is generally high and variable in Africa. 
McDonald (1985) reported that polygyny ranged from 
10% to 67% in Lesotho and Senegal, respectively. In 
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Zimbabwe in a recent survey, polygamous unions 
have been found to be 8% and 16% in urban and rural 
areas, respectively (ZIMSTAT and ICF International 
2016). Studies on the effects of polygamy on fertility 
offer contradictory evidence. On the one hand, since 
women in the polygamous union share time of hus-
band, they have less exposure to sex than women in 
monogamous relationships and correspondingly have 
less risky to pregnancy. Moreover, women in polyg-
amous unions have been noted to breastfeed longer 
than women in monogamous unions (Sayi and Siban-
da 2018; Mhloyi 1988). On the other hand, Mhloyi 
(ibid.) argued that women in polygamous unions’ 
demand for children is higher than women in monog-
amous unions, as more children offer them security, 
respect and access to husband’s wealth. The question 
is, has the polygyny patterns changed with inevitable 
modernization?

Furthermore, although variable and decreas-
ing with modernization, Africa’s long postpartum 
abstinences were strategies ensuring the survival 
of already born children through prolonged birth 
spacing rather than deliberate birth control methods 
(ibid.). Caldwell and Caldwell (2002) have argued 
that child spacing is embedded in the African cul-
ture, and high levels of contraceptive use might be for 
spacing and not stopping childbearing. Nonetheless, 
it can be hypothesised that postpartum infecundity 
has decreased with modernization. In the absence of 
alternative contraceptive adoption or increments, fer-
tility can increase. 

Several studies have employed the Bongaarts 
framework for the analysis of the fertility differen-
tials, levels and transitions in Africa (Chola and Mich-
elo 2016; Majumder and Ram 2015; Rutaremwa et al. 
2015; Mturi and Kembo 2011; Sibanda 1999; Bon-
gaarts 1978). A recent analysis of countries in the ear-
ly stages of fertility transition namely Namibia (Pal-
amuleni 2017); Zambia (Chola and Michelo 2016), 
Uganda (Rutaremwa et al. 2015), Malawi (Palamuleni 
1996), and found the dual importance of marriage 
and postpartum infecundability as most important 
predictors of fertility outcomes. The contribution of 
contraception was least although it was increasing 
rapidly. 

In African countries that have experienced signifi-
cant fertility decline, it has been established that the 
contribution of contraception is the most important 
and amenable to fertility reduction (Finlay, Mejia-
Guevara and Akachi 2018; Majunder and Ram 2015; 
Mturi and Kembo 2011; Sibanda 1999). Sibanda 
(1999) looking at the relative contribution of prox-
imate determinants in Zimbabwe and Kenya using 
two consecutive surveys for each country show that 
in Zimbabwe contraception is the most important 
factor in fertility decline in younger and middle ages. 
In Kenya, with slightly higher fertility than Zimba-
bwe, it was found that postpartum infecundity was 
the most important factor followed by marriage. In 

a later study using 2005/06 DHS data on Zimbabwe 
Mturi and Kembo (2011) reveal that high contracep-
tion prevalence rate was the most important factor of 
fertility decline even during periods of socioeconomic 
development and socioeconomic crisis. The question 
is why fertility in Zimbabwe has stalled at midway 
transition given such high contraceptive prevalence 
rate? South Africa (TFR 2.3) and Botswana (TFR 2.6) 
with similar contraceptive prevalence levels and they 
have lower fertility approaching replacement lev-
el fertility (United Nations 2017). This is important 
given that studies have revealed contraception prev-
alence of 75% is associated with replacement level 
fertility (Mahjabeen and Khan 2011). 

It is also possible that contraceptives such as con-
doms might be used for HIV prevention but not par-
ity-specific fertility limitation behaviour (Terceira 
et al. 2003). Nonetheless, studies have revealed the 
contributory effects of the proximate determinants 
vary positively with women empowerment, i.e. wom-
en’s education, wealth quintiles, urban and rural res-
idence. In Zambia, secondary education and urban 
residence and wealth were established to be positive-
ly related to higher relative fertility inhibition effect 
in marriage and contraception whilst postpartum 
infecundability was inversely correlated (Chola and 
Michelo 2016). Similar findings were made in Uganda 
(Rutaremwa et al. 2015) and in Zimbabwe (Mturi and 
Kembo 2011; Sibanda 1999). 

2. Data and methods

2.1 Sources of data
This paper utilizes pooled data from 6 consecutive 
ZDHSs conducted in 1988, 1994, 1999, 2005, 2010 
and 2015. In each survey year, a nationally represent-
ative survey of ever-married women of age 15–49 
which were conducted under the collaboration of 
Zimbabwe National Statistics Agency (ZIMSTAT) 
and ICF International. The ZDHSs provides nation-
ally representative data on basic health social and 
demographic indicators. The study utilized this data 
in order to fit the aggregate fertility model, thereby 
assessing the contribution of marriage, contraception 
and postpartum infecundability in Zimbabwe. The 
fertility estimates were also disaggregated by a num-
ber of selected socioeconomic variables, namely resi-
dence, education and wealth quintiles. 

2.2 Sampling
The sample sizes of the interviewed women age  
(15–49) were selected based on a master sampling 
plan which was provided by ZIMSTAT (1988–2015). 
Sampling was done using a two-stage cluster sam-
pling process. Initially, clusters are selected from 
a list of clusters obtained from the master sampling 
plan provided by ZIMSTAT, followed by a section of 
households from each cluster. The data obtained were 
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stratified by rural and urban areas. The samples are 
considered adequate to enable analysis and com-
parisons that would be useful in the identification 
of socioeconomic and demographic locus that could 
guide fertility and population policy interventions in 
Zimbabwe.

2.3 Analytical framework
Bongaarts’ proximate determinants model (1978, 
1982) was applied for analyzing proximate deter-
minants of fertility from the six successive ZDHSs 
named above. Bongaarts and Potter (1983) devel-
oped a technique to quantify the impact of four proxi-
mate determinants on fertility, namely marriage, con-
traception, abortion, and postpartum infecundability. 
They assume that the total fecundity rate (TF) of all 
women is the same, but their real reproductive per-
formance is modified by the above four mentioned 
proximate determinants. The mechanism of the mod-
el is summarized by relating the fertility measures to 
the proximate determinants. The basic model equa-
tions are:

(a) TFR = Cm × Ci × Cc × Ca × TF   (Bongaarts 1982),
(b) TM = Ci × Cc × Ca × TF   (Chola and Michelo 2016), 
(c) TN = Ci × TF   (ibid.),

where TFR is the number of births, a woman would 
have at the end of her reproductive years if she were 
to bear children at the prevailing age-specific fertility 
rates throughout the reproductive period. Total mari-
tal fertility rate (TM) is the number of births a woman 
would have at the end of her reproductive year if she 
were to bear children at the prevailing age-specific 
marital fertility rates and remain married during the 
entire reproductive period (Bongaarts 1987). Total 
natural fertility rate (TN) is observed under condi-
tions in which contraception and abortions are elimi-
nated (Bongaarts 1982). Bongaarts noted that whilst 
TFR, TM, and TN vary in many populations, total 
fecundity is constant in all populations. Total natural 
fecundity rate (TF) index is estimated as follows:

TF = TFR / (Cm × Ci × Cc × Ca)   (Bongaarts 1982),

where, Cm, Ci, Cc, and Ca are indices of marriage, 
postpartum infecundability, and contraception and 
induced abortion, respectively. The indices can only 
take values between 0 and 1. Where there is no fer-
tility inhibiting effect of a given intermediate fertili-
ty variable, the corresponding index equals one, and 
when the fertility inhibition is complete the index 
equal 0 (Bongaarts 1982). Abortion is illegal in Zim-
babwe (ZIMSTAT and ICF International 2016; Siban-
da 1999), and there is limited and unreliable infor-
mation. Therefore, the index of abortion in this study 
will be 1. The contribution of abortion is regarded as 
insignificant. The indices can be approximated from 
the measure of proximate variables.

2.4 Index of marriage (Cm)
The index of marriage (Cm) measures the inhibit-
ing effects of marriage on fertility in the population. 
The lower the proportions of married, the higher the 
inhibiting effects of marriage and the inverse is true. 
However, age-specific marital proportions are used 
since inhibiting effects of marriage are marital age 
distribution sensitive. Childbearing is greatest in the 
central age distribution years. Marriage is defined as 
formal or consensus marriages. Implicit in this defini-
tion is the assumption that only women in marriages 
are exposed to the risk of childbearing. The ZDHSs 
done in 1999, 2005, 2010 and 2015 has classified 
cohabitation as a marital union in Zimbabwe. This 
was not the case in 1988 and 1994 since no informa-
tion was collected on this variable. In order to make 
the ZDHSs marital definition comparable, we take the 
earlier definition used in 1988 and 1994. The index is 
estimated as follows:

 =  ∑ ( ) ( )
∑ ( )

   (Bongaarts 1982),

where m(a) is age-specific proportions currently 
married women. This characteristic is computed by 
dividing the number of married women by the total 
number of women in the same age group. Also, g(a) 
is age-specific marital fertility rates. It is computed 
by dividing the births of a particular age group (from 
married women) by the number of married women in 
the same age group. 

2.5 Index of contraception (Cc)
The index of contraception measure the inhibiting 
effects of modern methods of contraception on fertil-
ity in a population which also varies with the preva-
lence and use-effectiveness of contraception used by 
couples in the reproductive age groups. The higher 
the level of contraception in a population, the higher 
the inhibiting effect of contraception and vice versa. 
The index of contraception is estimated using the 
following:

Cc = 1 – 1.08 × u × e   (Bongaarts and Potter 1983), 

where u is the average proportion of married wom-
en currently using contraception;  is average contra-
ceptive effectiveness. The coefficient 1.08 is the ste-
rility correction factor (represents the adjustment 
for the fact that women do not use contraception if 
they know they are sterile). The parameter e values 
proposed for particular contraceptives are as follows: 
pill 0.90, IUD 0.95, injection 0.99, sterilization 1.00, 
others 0.70 (Bongaarts and Potter 1983). 

2.6 Index of postpartum infecundability (Ci)
The index of postpartum infecundability is a meas-
ure of the inhibiting effect of breastfeeding or sexu-
al abstinence on fertility in a population (Bongaarts 
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1982). The index of postpartum infecundability in the 
model is estimated using the effect of breastfeeding 
(lactation amenorrhea) or postpartum abstinence. 
The index was calculated as follows:

C1 = 20/18.5 + i  (Bongaarts 1982),

where the symbol i represents the average duration 
in months of infecundability from birth to the first 
postpartum ovulation (menses), in this research, the 
index of postpartum infecundability was estimated 
using the mean duration of breastfeeding.

2.7 Index of abortion (Ca)
The index of abortion measures the inhibiting effect of 
abortion on fertility in a population. In this research, 
the index of abortion was set 1.0 due to lack of data. 
Abortion is illegal in Zimbabwe excerpt for health 
and legal reasons (ZIMSTAT and ICF International 

2016). Moreover, abortion data in the ZDHSs include 
stillbirths and miscarriages. Therefore, it is difficult 
to isolate abortion data. The index of abortion is esti-
mated using the following formula:

Ca =  TFR/TFR + b × TA = TFR/TFR + 0.4 × (1 + U) × TA
(Bongaarts and Potter 1983)

where U is contraceptive prevalence use, b is the 
average number of births averted per induced abor-
tion and b = 0.4(1 + U); b is 0.4 when U = 0 and b = 0.8 
when U = 1.0. TA is total abortion (an average num-
ber of induced abortion per woman at the end of the 
reproductive period if induced abortions remain at 
prevailing levels throughout the reproductive period). 
Then Ca = 1.0 if TA = 0. Therefore, the index of abor-
tion in this study is equal to .

Based on the studies of historical populations with 
the highest recorded fertility, Bongaarts recommends 

Tab. 1 Percentage distribution of respondent women, 15–49 years by selected characteristics (weighted), 1988–2015, Zimbabwe.

1988 1994 1999 2005 2010 2015

Children born 1–3 34.9% 38.1% 44.7% 47.6% 52.3% 50.2%

4–5 16.7% 15.0% 12.9% 14.0% 14.6% 17.0%

6+ 19.9% 17.5% 12.6%  9.0%  6.7% 6.1%

Marital status Never 
married 27.0% 26.9% 27.7% 27.0% 24.0% 25.2%

Married 62.9% 61.8% 56.3% 56.3% 59.4% 58.7%

Divorced  7.6%  7.8%  3.5%  4.5%  3.7%  5.0%

Widowed 2.5%  3.5%  4.2%  7.5%  6.1%  4.4%

Age group 15–19 24.3% 24.0% 24.5% 24.2% 21.2% 22.1%

20–24 20.0% 20.7% 21.9% 21.9% 20.1% 17.0%

25–29 16.2% 14.9% 17.5% 16.5% 18.4% 16.6%

30–34 14.0% 14.2% 11.3% 13.7% 14.1% 16.3%

35–39 11.0% 10.8% 10.8%  9.4% 11.5% 12.4%

40–44  7.6%  8.7%  7.9%  7.8%  8.0%  9.7%

45–49  6.9%  6.6%  6.1%  6.6%  6.8%  5.8%

Residence Urban 33.5% 32.2% 38.6% 39.3% 38.7% 38.5%

Rural 66.5% 67.8% 61.4% 60.7% 61.3% 61.5%

Education No education 13.5% 11.1%  6.7%  4.3% 2.3%  1.35

Primary 55.9% 47.3% 40.2% 32.6% 28.0% 25.8%

Secondary 29.7% 40.0% 50.2% 60.15 65.1% 65.6%

Higher  0.9%  1.6%  2.8% 3.0%  4.6%  7.3%

Wealth quintile Poorest – 18.2% 17.1% 17.4% 16.9% 17.1%

Poorer – 16.1% 17.3% 16.8% 17.4% 17.0%

Middle – 18.9% 18.4% 17.4% 18.3% 17.6%

Richer – 21.8% 22.3% 22.5% 22.6% 23.2%

Richest 25.0% 24.9% 25.9% 24.8% 25.1%

Family Planning (married) 
Modern (any) 36.1% 42.2% 50.4% 58.4% 57.3% 65.8%

Traditional  7.0%  4.3%  2.8%  1.4%  1.1%  1.0%

Mean duration of breastfeeding Months 18.9 18.8 19.0 18.7 17.5 18.1

Total (n) 4,201 6,128 5,907 8,907 9,171 9,955

– missing values
Source: ZDHSs
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using 15.3 as the maximum number of births per 
woman. This is referred to as the Total fecundity rate 
(TF) (Bongaarts 1978; 1982). The value is the theo-
retical number that a woman would have if she were 
to continuously married from age 15–44, did not 
use contraceptives and did not abort any pregnan-
cies. Multiplying all the indices together by the total 
fecundity rate of 15.3 produces the predicted TFR for 
the population. The predicted TFR will normally dif-
fer from the observed TFR because of underreport-
ing of births; misreporting of behaviours measured 
by the indices or omission of proximate factors that 
help determine fertility levels in the population under 
study. The Bongaart’s model was also applied for cal-
culation of the proximate determinants for selected 
background characteristics as the place of residence, 
education and wealth quintiles. 

3. Results

The individual characteristics of the respondents for 
six successive ZDHSs conducted between 1988-2015 
are shown in table 1. The results show that the per-
centages living in rural areas decreased from 67% in 
1988 to 61% by 2015. The results reveal that wom-
en with no education and primary education were 
reduced from 14% to 1% and 56% to 26% while 
women with secondary education simultaneously 
increased from 30% to 66% between 1988 and 2015 
respectively. The percentage of women with higher 
education is still very low, although it increased from 

1% to 7% from 1988 to 2015 respectively. The dis-
tribution of the respondents by age groups clearly 
demonstrate that percentage distribution diminished 
with an increase in age for the respective periods. The 
1988 ZDHS did not collect data on wealth quintiles. 
Nonetheless, for the later ZDHSs periods with avail-
able data, the wealth quintiles stayed relatively the 
same with respondents in the lowest wealth quintile 
slightly decreasing from 18% to 17% and a simulta-
neous increase in the fourth wealth quintile from 22 
to 23% in 1988 and 2015 respectively. 

Table 1 also shows the distribution of the study by 
selected key proximate determinants of fertility. The 
percentage currently married and single declined 
from 63%, 56%, 59% and 27%, 24%, 25% in 1988, 
1999 and 2015 respectively. The currently married 
percentages were considered as proportion currently 
married in computing the indices for marriage. Mean 
duration of breastfeeding from ZDHSs reports was, 
on average 18.5 months from 1988 to 2015, respec-
tively, and this is what was used in the calculations 
to represent the average duration of the postpartum 
infecundability. With regard to contraception, there 
has been an increase in modern contraception use by 
married women from 36% in 1988 to 66% by 2015 
and a simultaneous decrease in traditional methods 
from 7% to 1% from 1988 to 2015 respectively. The 
above-mentioned information was used in the cal-
culation of fecundity. As highlighted in the equation 
above, the observed fertility levels in a population are 
a product of the relationship of proximate determi-
nants and the maximum biological level of fertility. 
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The fecundity rate has been observed to vary from 
13–17 per woman, with an average of 15.3 births per 
woman.

Figure 1, reveals the effect of each proximate deter-
minant in absolute terms towards fertility reduction 
from the biological maximum of 15.3 children per 
woman, for 6 ZDHSs from 1988 to 2015. In 1988, 
the biggest fertility inhibition (TFR) was caused by 
postpartum infecundity (Ci) 3.91, followed by con-
traception (Cc) 3.86 and marriage (Cm) 2.89 children 
per woman. The contraception fertility inhibition 
effect continuously increased to 6.45 children per 
woman by 2015, whilst marriage fertility inhibition 
increased to a peak of 3.58 in 1999 before decreas-
ing to 3.32 children per woman in 2015. The post-
partum infecundability fertility inhibition effect has 
decreased to 2.93 children per woman by 2015. TFR 
has also decreased from 5.40 in 1988 to 4.10 by 2015. 
Surprisingly, the TFR decline reversed from 3.80 in 
2005 to 4.10 in 2010.

In terms of percentages, the impact of each prox-
imate determinant is displayed in Table 2. In 1988 
contraceptive and postpartum infecundity accounted 
for 26% and 25% of fertility reduction, with marriage 
accounting the least of 19% respectively. Similarly as 
in levels and trend in absolute TFR inhibition effect, 
in 2015 the fertility reduction effects of marriage and 
contraception significantly increased to 42% and 
22% respectively, whilst the effect of postpartum infe-
cundability decreased to 20% from 26% for the same 
period. The values in Table 1 also show that the effect 
of marriage and postpartum infecundability stagnat-
ed/reduced in 1994 and 1999, respectively, whilst the 
effect of contraception significantly increased contin-
uously. This suggests that married women who used 
contraception contributed the most towards fertility 
reduction.

Values in Table 3 shows the effects of the proximate 
determinants on fertility by residence, education and 
wealth. As noted above, the closer the index to zero 

or one, the bigger or, the lesser the effect on fertili-
ty reduction, respectively. Table 3; reveal contracep-
tion fertility inhibition effect increased with time and 
is positively related to the socioeconomic variables. 
For example, between 1994 and 2015 contraception 
inhibition effect of higher educated women increased 
from 60% to 68% respectively, whilst least educat-
ed women contraception fertility inhibition effect 
increased from had 25% to 42% in 1994 and 2015 
respectively. The wealth quintile data collection starts 
from 1994 and shows that the higher the wealth quin-
tile, the stronger the effect of contraception, for exam-
ple in 1994 poorest and richest quintiles had 30% and 
53%, which increased to 55% and 65% respectively 
by 2015. Urban areas had higher contraception inhi-
bition effect than rural areas which increased from 
47% and 30% to 64% and 56% between 1988 and 
2015 respectively. Table 3; shows contraception fer-
tility inhibition stagnation or reversals for period 
2010 for most socioeconomic variables. Surprisingly, 
married women in rural areas, of middle and poorest 
wealth quintiles did not experience contraception fer-
tility inhibition stagnation for periods under analysis. 
In 2015, married women with no education were the 
only socioeconomic groups with fertility contracep-
tion inhibition effect below 50% with 42%.

The index of postpartum infecundability was 
observed to be inversely related to the selected soci-
oeconomic characteristics. The postpartum infecun-
dity, although fluctuating, has slightly increased from 
1988 to 2015. For example, in 1988 to 2015 poorest 
and richest women had 37% and 32% postpartum 
infecundity, which decreased to 35% to 30% respec-
tively. This suggests that the fertility inhibition effect 
of post-partum infecundity is higher at lower socio-
economic levels than high socioeconomic levels and 
have been slightly reduced across all socioeconomic 
groups over time. 

The marriage inhibition index effect on fertility 
is inversely related to education, urban and wealth 

Tab. 2 Estimated proximate determinants and their effect on fertility reduction, 1988–2015, Zimbabwe.

Proximate determinant index
1988 1994 1999 2005 2010 2015

Proximate determinants indices

Index of marriage (Cm) 0.72 0.69 0.61 0.62 0.65 0.63

Index of contraception (Cc) 0.65 0.60 0.53 0.46 0.47 0.41

Index of postpartum infecundability (Ci) 0.65 0.65 0.63 0.65 0.66 0.66

Index of abortion (Ca) 1.00 1.00 1.00 1.00 1.00 1.00

Impact on fertility reduction percentage

Index of marriage (Cm) 18.9% 20.6% 23.4% 21.5% 21.9% 21.7%

Index of contraception (Cc) 25.2% 28.6% 30.4% 35.0% 37.3% 42.2%

Index of postpartum infecundability (Ci) 25.5% 23.9% 22.0% 19.7% 20.6% 19.2%

Index of abortion (Ca) 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%

TFR predicted 4.64 4.12 3.14 2.82 3.10 2.60

TFR observed 5.40 4.30 4.00 3.80 4.10 4.00

Source: ZDHSs and own calculations
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quintiles. However, the marriage inhibition effect 
across all the selected socioeconomic variables slight-
ly decreased with time (1988-2015). Marital fertility 
inhibition effect trend is fluctuating between rural and 
urban areas between 1988 and 2005 rural. However, 
in 2005 and 2015, slightly higher marital fertility inhi-
bition effect was observed in rural areas (37% and 
38%, respectively) than in urban areas (35% and 35%, 
respectively). Higher educated women had lower mar-
ital fertility inhibition than less educated women. Fur-
ther, there is a general fluctuating but increase in mar-
ital fertility inhibition across all educational categories 

with the least decrease experienced by women with 
no educated. This suggests education increases are 
related to marital fertility reduction over time. 

4. Discussion

The results from the Bongaarts model presented 
above reveal levels, trends and the impact of prox-
imate determinants of fertility, namely marriage, 
postpartum infecundability, and contraception for 
the six consecutive ZDHSs. The results quantify the 

Tab. 3 Estimated indices for the four principle determinants by selected background variables, 1988–2015, Zimbabwe.

Index of contraception (Cc) 1988 1994 1999 2005 2010 2015

Residence Urban 0.53 0.49 0.42 0.37 0.45 0.36

 Rural 0.70 0.64 0.60 0.51 0.49 0.44

Education No education 0.76 0.75 0.68 0.72 0.62 0.58

 Primary 0.67 0.63 0.59 0.52 0.52 0.46

 Secondary 0.50 0.48 0.45 0.40 0.46 0.39

 Higher – 0.40 0.38 0.30 0.40 0.32

Wealth Quintile Poorest – 0.70 0.62 0.58 0.52 0.45

 Poorer – 0.69 0.61 0.49 0.51 0.45

 Middle – 0.64 0.60 0.49 0.48 0.44

 Richer – 0.53 0.50 0.39 0.45 0.38

 Richest – 0.47 0.37 0.35 0.42 0.35

Index of postpartum infecundability (Ci)       

Residence Urban 0.68 0.67 0.64 0.68 0.68 0.69

 Rural 0.63 0.64 0.62 0.63 0.65 0.65

Education No education 0.61 0.62 0.62 0.62 0.63 0.65

 Primary 0.64 0.64 0.61 0.63 0.66 0.65

 Secondary 0.69 0.66 0.65 0.65 0.66 0.67

 Higher 0.73 0.85 0.73 0.77 0.70 0.72

Wealth Quintile Poorest – 0.63 0.61 0.63 0.65 0.65

 Poorer – 0.63 0.61 0.64 0.65 0.65

 Middle – 0.64 0.65 0.63 0.65 0.66

 Richer – 0.65 0.64 0.65 0.68 0.68

 Richest – 0.68 0.64 0.71 0.70 0.70

Index of marriage (Cm)       

Residence Urban 0.71 0.69 0.60 0.62 0.65 0.65

 Rural 0.72 0.69 0.62 0.62 0.63 0.62

Education No education 0.69 0.67 0.62 0.61 0.58 0.69

 Primary 0.70 0.66 0.59 0.60 0.61 0.60

 Secondary 0.71 0.69 0.62 0.62 0.64 0.64

 Higher 0.82 0.77 0.65 0.64 0.73 0.72

Wealth Quintile Poorest – 0.69 0.61 0.62 0.62 0.62

 Poorer – 0.68 0.62 0.62 0.64 0.62

 Middle – 0.70 0.63 0.61 0.62 0.63

 Richer – 0.67 0.60 0.60 0.63 0.62

 Richest – 0.70 0.61 0.64 0.67 0.67

– missing values
Source: ZDHSs and own calculations
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impact of each proximate determinant in absolute as 
well as percentage terms to total fecundity and fertil-
ity decline in Zimbabwe. The results uncovered that 
contraception was the most important factor contrib-
uting to fertility decline experienced in Zimbabwe by 
married women from TFR of 5.4 to 4.0 in 1988 to 2015 
respectively. Precisely, the contraception inhibition 
effect increased significantly and continuously from 
25% to 42%, whilst marital inhibition effect although 
fluctuating increased from 19% to 22% and postpar-
tum infecundity inhibition effect decreased from 26% 
to 19% in 1988 to 2015 respectively. A similar trend is 
observed of fertility (TFR) suppression, as presented 
in Figure 1. This finding concurs with previous stud-
ies that found that contraception adoption is the most 
important factor for fertility decline in Zimbabwe 
(Mturi and Kembo 2011; Sibanda 1999). Moreover, 
this finding is consistent with other previous studies 
in sub-Saharan Africa (Finlay, Mejia-Guevara and Aka-
chi 2018) and Asia (Majumder and Ram 2015). More 
broadly, the results confirm the hypothesis that con-
traception adoption is associated with further fertility 
decline as countries move from non-parity specific fer-
tility to parity-specific fertility regime (Coale 1973).

Further, the decomposition of contraception fer-
tility inhibition by residence, education and wealth 
quintiles demonstrate a positive relationship. Analy-
sis of change associated with contraception use helps 
us examine in some limited way whether any increase 
in the fertility-inhibiting effects of contraception con-
stitute evidence of what Coale (1973) postulated as 
the necessary conditions for a fertility decline to start: 
(1) fertility is within the calculus of the conscious 
choice, (2) lower fertility is seen as advantageous, 
(3) effective means of birth control are readily avail-
able and couples are willing to use them. The idea of 
using contraception (and socioeconomic variables) to 
achieve a smaller ideal family size is grounded in van 
de Walle’s concept of numeracy (van de Walle 1992; 
Sibanda 1999). This suggests that contraception 
adoption is single proximate determinant responsible 
for marital fertility decline in Zimbabwe. 

In contrast to findings in this study, Palamuleni 
(2017) and Chola and Michelo (2016) found out that 
marriage not contraceptive was the most important 
proximate determinant for fertility inhibition in 
Namibia and Zambia, respectively. The differences 
between Zimbabwe and Namibia might be explained 
by the fact that in Namibia, percentage current-
ly married for women aged 15–49 years was about 
25%, whilst in Zimbabwe, it was about 60% for the 
respective periods. The discrepancy between Zim-
babwe and Zambia which have similar marital rates 
can plausibly be explained by the fact that Zambia is 
in the early stages of fertility transition (TFR 6.2 in 
2007) where fertility is more amenable to Malthusian 
preventative checks (Malthus 1798), while Zimba-
bwe is in the midway of fertility transition (TFR 4.0 in 
2005, 2010 2015) where fertility is more susceptible 

to contraception adoption. This is made possible by 
increases in the prevalence rate of modern contra-
ceptive use from 36% in 1988 and 66% in 2015 and 
was responsible for fertility decline (ZIMSTAT and ICF 
International 2016).

TFR at the national level fell from1988 (5.4) to 
2005 (3.8) (Figure 1). Thus the fall in TFR is well 
above 10%, a figure that is cited in the historical 
fertility transitions as a key threshold for entry into 
non-reversible decline (Coale 1973). However, the fer-
tility levels between 2005, 2010 and 2015 increased 
from TFR 3.8, 4.1 and to 4.0 respectively. This means 
fertility decline in Zimbabwe stalled, as there was less 
than 10% sustained TFR decline between successive 
surveys as defined by Bongaarts (2008). The fertility 
stalling finding in Zimbabwe is in line with other find-
ings in a substantial number of sub-Saharan African 
countries (Bongaarts 2006; Garenne 2013; Goujon, 
Lutz and Samir 2015; Lutz, Goujon and Kabat 2015). 
However, during the respective stalling periods, the 
overall contraceptive fertility inhibition effects con-
tinuously strengthened from 5.35, 5.70 and 6.45 
children per woman, respectively. Viewed from this 
empirical evidence, this suggests that fertility stalling 
in Zimbabwe has not been caused by a lack of priori-
ty assigned to family planning services suggested by 
(Bongaarts 2008). However, it is plausible that mod-
ern contraceptive methods such as condoms were 
used for HIV prevention rather than for fertility limi-
tation, given high HIV prevalence rate of 17% among 
women (15–49 years) in Zimbabwe (ZIMSTAT and 
ICF International 2016).

Results indicated that marital fertility inhibition 
effects of marriage were the least important of all 
the proximate determinants in 1988 and 1994 and 
thereafter became the second important after contra-
ception. Equally important, marital fertility inhibition 
effects increased from 2.89 to 3.58 children per wom-
an in 1988 and 1999, before declining to 3.29 and 3.32 
children per woman in 2005 and 2015, respectively. 
It is possible that the erosion of the marital fertility 
inhibition effect might be partly responsible for fertil-
ity stalling during 2005 and 2015. This finding is con-
sistent with other studies that have found the erosion 
of marital fertility inhibition effect as countries move 
along the fertility transition (Chola and Michelo 2016; 
Mturi and Kembo 2011; Muhwava and Muvandi 1994; 
Sibanda 1999). Ministry of Health and Child Care 
(2016), research show an increase in early teenage 
pregnancies in Zimbabwe. This is important, consid-
ering the gap between marriages and childbearing is 
very small in Zimbabwe (Chitereka and Nduna 2010; 
Sayi and Sibanda 2018). Thus, fertility stalling might 
be due to sustained cultural and traditional practices 
which promote early marriage and childbearing. 

The results show that the index of postpartum 
infecundability fertility-reducing effect has since 
decreased from the biggest (26%) in 1988 to the 
least fertility inhibition effect by 1999 (22%) and 
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continuously thereafter. This is consistent with previ-
ous findings in Zimbabwe (Sibanda 1999; Kembo and 
Mturi 2011) and other countries in the region: Namib-
ia (Palamuleni 2017), in Zambia (Chola and Michelo 
2016), Malawi (Palamuleni 1996). This means short 
breastfeeding possibly contributes to fertility stall-
ing noted above. In India, it was found that the risk of 
pregnancy increases substantially after giving birth in 
the absence of breastfeeding (Singh, Suchindran and 
Singh 1993; Bongaarts and Potter 1983). Besides that, 
prolonged breastfeeding practices and postpartum 
abstinence have been used effectively in Africa, not 
only for birth spacing and subsequently reducing total 
fertility but also for increased child survival (Guikey 
and Jayne 1997; Mhloyi 1988). ZIMSTAT (2015) notes 
higher infant mortality among employed than unem-
ployed women in Zimbabwe, which is plausibly relat-
ed to inadequate and short breastfeeding by employed 
women. Child survival is considered a principal com-
ponent of fertility decline (Coale 1973; Dyson 2013). 
This suggests that the promotion of universal breast-
feeding among women can contribute to significant 
fertility decline through postpartum amenorrhea and 
increased child survival. 

The analysis of education and wealth quintiles 
shows an inverse relationship with marriage and 
postpartum infecundability. Rural women have gen-
erally had higher postpartum infecundity and mar-
riage fertility reduction effect than urban areas. The 
fertility inhibition effect of the selected socioeconom-
ic variables generally increased, although they were 
fluctuating. This corresponds with what emerged 
from other researches in Zambia (Chola and Michelo 
2016), Uganda (Rutaremwa et al. 2015) and Ethiopia 
(Alazbih, Tewabe and Demisse 2017) and sub-Sahara 
Africa (Finlay, Mejia-Guevara and Akachi 2018). This 
could be attributed to the effects that marriage and 
wealth have on fertility. 

The effect of contraception was positively corre-
lated with regard to education, wealth and residence. 
Furthermore, contraceptive fertility reduction effect 
increased with time across all socioeconomic groups 
(rich or poor, educated or not, urban or rural). These 
results are consistent with other findings that show 
that contraceptive inhibition effect of fertility from 
biological maximum is greater among high socioec-
onomic groups than lower socioeconomic groups; in 
Uganda (Rutaremwa et al. 2015), Namibia (Palamu-
leni 2017), Ethiopia (Alazbih, Tewabe and Demisse 
2017) and Zambia (Chola and Michelo 2016). This 
could imply that women empowerment (access to 
education especially tertiary, female employment, 
poverty alleviation) could be powerful tools for fer-
tility decline. 

An interesting finding is a decrease in the effect of 
contraception fertility inhibition across all socioeco-
nomic groups in 2010. Although such a finding was 
not revealed when looking contraceptive inhibition 
effect without background variables. Nonetheless, 

the decomposition of contraception effect by socioec-
onomic variables could partly explain fertility stalling 
noted above. This finding is consistent with findings 
from ZIMSTAT Census (2012) Nuptiality and The-
matic report which found that fertility stalling could 
have been caused by fertility postponement in earlier 
during periods of economic hardships and the fertil-
ity rebounded when the economy stabilized in 2009 
(ZIMSTAT 2015). 

Moreover, the contraceptive fertility inhibition gap 
between and within each socioeconomic group is 
narrowing. However, women with no education are 
lagging behind, e.g. in 2015, they had contraception 
inhibition effect of 42% when other socioeconomic 
variables are below 64%. This is in line with the van de 
Walle’s (1992) concept of numeracy discussed above. 
Similar studies also highlight the importance of mass 
education in fertility decline in developing countries 
(Goujon, Lutz and Kabat 2015). The narrowing of the 
contraceptive fertility inhibition gap between socioec-
onomic variables might suggest better future prospects 
for fertility decline. The strengthening contraception 
fertility inhibiting effect among women of low socio-
economic classes means that it is possible for fertility 
to decline in the low socioeconomic development envi-
ronment. This is consistent with findings in other devel-
oping countries in Latin America (Bongaarts 2014) 
and also a phenomenon witnessed in the French fertil-
ity revolution (Pavlík and Hampl 1975). These results 
suggest empowerment of women might be necessary 
through female education and access to resources.

The study has a number of strengths. The study 
used a large, nationally representative popula-
tion-based sample conducted over 30 years. The data 
has a high response rate above 90%, standardized 
surveys as enabling comparisons across countries 
and periods. The decomposition of proximate deter-
minants was done in order to understand sources of 
fertility changes over time.

The study also had a weakness. The index of abor-
tion was taken as one throughout the analysis, i.e. 
induced abortion was assumed to have no significant 
fertility inhibition effect on fertility due to lack of data. 
It is possible that excluding abortion in the model 
could have affected the estimation of total fecundity. 
Furthermore, studies have shown that abortion rates 
in sub-Saharan Africa are growing rapidly (Alazbih, 
Tewabe and Demisse 2017; Remez, Woog and Mhloyi 
2014). Another limitation of the data used is that it 
failed to include reproductive data of males. Moreo-
ver, the surveys collected retrospective data on wom-
en’s birth history. It is possible that such respondents 
might suffer from recall bias which might affect the 
accuracy and validity of the data. Thus predicted TFR 
will normally differ from the observed TFR because of 
underreporting of births; misreporting of behaviours 
measured by the indices or omission of proximate fac-
tors that help determine fertility levels in the popula-
tion under study.
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5. Conclusion

In this paper, we applied the Bongaarts model to 
assess and compare changes in the relative impor-
tance of proximate determinants of fertility for six 
ZDHSs conducted in Zimbabwe. The results indicate 
that the fertility inhibition effects of contraception 
are the most important than the inhibition effects of 
marriage, and postpartum infecundability in Zimba-
bwe. Moreover, the results show that the contracep-
tive patterns vary positively with education, wealth 
quintiles and areas of residence. There was a gradual 
erosion of post-partum infecundability through the 
analysis period and of marriage after 1999. It is plau-
sible that the fertility stalling could have been caused 
by the cumulative effects of marriage and postpartum 
infecundability. The findings of this study have impor-
tant policy implications. The strengthening of fertility 
inhibition effects of contraception, late marriage, and 
prolonged breastfeeding must be promoted. There is 
a need to research further on proximate determinants 
of fertility according to age groups as such research 
can illuminate the age-specific reproductive contribu-
tions of fertility. 
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ABSTRACT
Geotourism and geoparks provide good opportunities for rural development and reduce unemployment and migration. It attracts 
local communities for employment in geoparks and tourism marketing in the form of investments in ecotourism, rural tourism and 
health geotourism. Geotourism is closely related to the geology of treatment. One of these is the spa spring that has the therapeu-
tic potential and plays a significant role in attracting domestic and foreign tourists. For this purpose the status of 11 hot springs in 
the geographical range between Ardabil city and Sarein city has been investigated in terms of parameters such as discharge, tem-
perature, pH and anions and cations. However, this geographical area also has a number of natural and human hazards the most 
important of which is the occurrence of killing earthquakes. The earthquake of February 28, 1997 killed nearly 1000 people and 
destroyed many villages. The presence of spa springs on or near the faults and the establishment of recreational facilities in the area 
have threatened investment in the area. In this regard the status of clay, silt and sand percentage, Liquefaction Limit and Plasticity 
PI index in the study area were studied. It was observed that if in clay formations the amount of dough is about 40 to 50 percent 
and soil moisture reaches 25 to 35 percent there is a possibility of demolition of buildings and asphalt. According to the results of 
soil physics analysis, Sarein city is susceptible to soil infiltration and liquefaction during earthquake. In the final section the sanitary 
condition of the pools was investigated in terms of the possibility of dermatophyte fungi and 284 samples were examined. It was 
observed that due to the complete disinfection of pools with chlorine no dermatophytes were observed.
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1. Introduction

The growing population of the world especially in 
developing countries, economic poverty and the low 
level of national income of the countries has caused 
the population of these countries to be in a state of 
economic strain. In examining the causes of these 
countries’ retardation it was found out that despite 
the availability of natural resources and the of poten-
tial income sources they have accepted poverty and 
deprivation and in fact low levels of knowledge and 
technology and lack of awareness of how to exploit 
existing potential has increased the problems. One of 
the sources that can greatly increase revenues in the 
current era and by increasing GDP increase income 
on the international scene is the tourism industry, 
especially ecotourism which is a good source of rev-
enue for most of the countries in the world. So now 
the income from tourism and ecotourism in countries 
like France, Spain, China and Germany is more than 
the national income in some of the underdeveloped 
countries. On the other hand the tourism industry 
will have problems for each region without careful 
planning and attention to ecological, local, cultural 
and social capabilities. In fact, the planned and per-
fect tourism system will advance to the proper use of 
the environment and various environmental, cultural, 
historical and similar resources in the region (Edgell 
et al. 2008). And this shows the position of strategic 
planning for the sustainable use of tourism resourc-
es especially ecotourism. Among many studies that 

have been done to develop ecotourism development 
strategies Johansen and Williams have been studying 
ecotourism development in a national South African 
wetland park (Johansen and Williams 2008).

In recent years researchers have dealt with many 
different aspects of ecotourism including Weaver and 
Lawton’s article on ecological, economic, cultural and 
social effects of ecotourism and methods of quality 
control as well as ethics in it (Weaver and Lawton 
2007). Jaafar and Maideen also study ecotourism 
products and services provided in four islands in 
Malaysia and issues related to the economic sustain-
ability of small and medium-sized huts in these areas 
(Jaafar and Maideen 2012). Ecotourism encompass-
es a wide range of nature-based tourism activities. 
Examples include visiting national parks and pro-
tected areas, pristine natural areas, watching birds, 
circulating in natural environments, hiking, moun-
tain climbing, visiting natural caves, studying plants 
and animals and ecological exploitation. This part of 
ecotourism is the interface between ecotourism and 
geotourism. In 1992 at the United Nations Conference 
on Environment and Development in Rio de Janeiro in 
command 21 geotourism was referred to and today 
is recognized as an appropriate tool for sustainable 
development. Undoubtedly the importance of geot-
ourism is to emphasize a kind of holistic management 
perspective in areas such as the history of geological 
phenomena, ecosystems, land use, natural tourism 
and environmental education and sustainability (Kim 
et al. 2008). As a new option geotourism emphasizes 

Fig. 1 Location of the study area in terms of location of hot springs.
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not only all human and natural characteristics but also 
the function of each location. This form of tourism can 
play an important role in national development and 
diversification of the regional economy through plan-
ning based on the recognition of opportunities and 
limitations of geotourism. Geotourism is a form of 
cultural and environmental tourism that can be devel-
oped in the region with important geological works 
and is based on the preservation and expansion of 
the geological heritage that has enjoyed great growth 
in the world. It is expected that by the next decades 
the number of nature travellers which now accounts 
for 7 percent of the total number of travellers in the 
world will reach more than 20 percent. In 1977 in the 
UNESCO Earth Sciences Department the geopark pro-
gram was officially launched (Zouros 2004). Panizza 
and Piacente (1993) refer to geomorphology as geo-
morphic assets in their research. Carton (1994) has 
studied geomorphology and geomorphologic pro-
cesses that refer to geomorphologic locations as geo-
morphologic commodities. Hooke (1994) developed 
strategies to maintain and sustain the dynamics of 
geomorphologic sites. Grandgirard (1997) worked on 
the site conservation and geomorphology in his Ph.D. 
thesis and referred to the geosites as geosciences in 
his research.

As a region located in the desert and mountainous 
belt, Iran has special geological and geomorphological 
conditions. On the other hand, in different geological 

periods much of Iran was influenced by Paleozoic oro-
genic movements such as Caledonian and Hercynian 
before the Mesozoic era such as Laramide and the 
Cenozoic period such Pyrenean, Savian and Pasade-
nian which resulted in the rise of Iran. These geolog-
ical movements have caused volcanic activity in the 
third period especially during the Eocene period and 
during the Quaternary period. This has led to the for-
mation and activation of volcanoes in Iran. In some 
parts of the country karst and calcareous structures 
were established which resulted in the distribution of 
various caves in Iran. Glacial forms formed during the 
Pleistocene can be found in the northern, northwest-
ern and western parts of Iran.

One of the issues that is encountered in the tourist 
attractions especially geotourism is the topic of hot 
springs which have been scattered in different parts 
of Iran and have been considered for its therapeutic 
efficacy. With more than 113 mineral water springs 
of good quality Iran can be one of the hotspots for 
tourist with natural landscapes and therapeutic 
applications but practically did not succeed in doing 
so. Investigation and recognition of mineral waters in 
Iran began in the second half of the 19th century by 
foreign tourists and foreign scientific delegations and 
tested on a number of mineral springs and their prop-
erties. In 1928 the first mineral spring was used in 
the north east of Tehran. In 1949 according to a plan 
by the Plan and Budget Organization the study of 

Fig. 2 Topography of the studied area.
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the mineral waters of Mahallat and Ardebil was car-
ried out. Determination of the mineral properties of 
Iran’s mineral waters was initiated in 1961 by a team 
of hydrology from the Faculty of Pharmacy at the Uni-
versity of Tehran and continued until 1969 in which 
the physical, chemical and microbiological properties 
of many mineral springs were identified. It is worth 
noting that these studies have been ongoing and have 
resulted in the identification and investigation of 
about 350 mineral water springs in 40 regions of Iran.

Considering the scientific evidence of the thera-
peutic uses of springs on the one hand and the exist-
ence of hundreds of hot mineral springs in the geo-
graphical range of Iran on the other hand it is possible 
to plan and manage efficiently within the tourism 
industry in addition to the goals of spending leisure 
time using health applications.

The city of Sarein has become a geotouristic attrac-
tion due to the presence of hot springs. The presence 
of these conditions has attracted a lot of investment 
in the city and has produced significant positive 
and negative effects. Therefore, in this research the 
upcoming risks in the development of the city and 
tourist centers were examined. Due to the earthquake 
in the city of Sarein, the dispersion of faults in the area 
and their relationship with recreational units was dis-
cussed. In the biological survey the health status and 
pathogenicity of the hot springs pools are addressed. 
The probable germs in these pools were examined.

2. The study region

Sarein Tourist City is located in the south-east of the 
famous volcanic heights of Sabalan (4811 m) (Fig. 1). 
The western part of the city is located at higher alti-
tudes than other areas due to its exposure to the 
Sabalan slopes. The eastern part of the city is locat-
ed in a deeper region and hot springs are located 
especially in this area. The formation of Sarein city 
is completely in line with the natural environmental 
phenomenon.

The presence of highlands in the northwest and the 
alluvial valley in the east and faults in the city limits 
and its edges as well as the passage of the river from 
the city center completely affected the city’s geo-
morphology. The peripheral lands of Sarein city are 
devoted to agricultural lands surrounded by pastures. 
Wasteland of about 84.5 hectares in the city of Sare-
in until 2005 accounting for 34.7% of the continuous 
urban texture has recently reached about 60.8 hec-
tares. Considering the rapid development of the city it 
is expected that in the not-so-distant future of Sarein 
there will be plenty of uneven topographic levels at 
the surface of the Sabalan range. The general slope of 
the city of Sarein is in accordance with the state of the 
northwestern and southwest land.

The city is located at variable topographic levels 
between the 1640 m high and 1740 m elevation with 
an area of 430.36 hectares in the eastern slopes of the 

Fig. 3 Slope values of the study area.
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Sabalan Highlands. Therefore, the future expansion of 
the city to the east and north will be associated with 
many hydro-geomorphological problems because in the 
northern part the topographic condition is intensified in 
terms of the gradient and intensity of the earth’s rough-
ness. Parts of the north, northeastern and south-
west of the city are developing at steep slopes which 
are not suitable for physical development of the city.

The tourist attractions of the studied area are 
important in comparison with tourist attractions in 
the world from a number of points. This study area 
is located in the southwest of the world’s largest lake 

(the Caspian Sea). In the very short distances there 
are two types of seaside and mountainous climates 
which has caused 3 outlooks of the sea, forests and 
mountains. In terms of natural landscape and natural 
morphology it is comparable to that of Switzerland. 
The importance of tourism in this area compared to 
the tourist areas of the world can be better under-
stood when we consider that in one day it is possible 
to visit and use the tourist attractions and ecotourism 
features such as mineral water springs, ski resort, vol-
canic views, forest and mountain views (Estelaji et al. 
2011).

Fig. 4 Slope direction of the study area.

Tab. 1 Physical and chemical status of the springs.

Title of springs Discharge (m/s) Water Temperature in °C PH Anion Cation

Eyes-Water Spa Spring 0.2 21 5.2 HCO3 Ca

Hot springs of Hemmat Ardebil Coffee House 2 40.5 9 HCO3, Cl Na, Ca

Artemis Momtaz Coffee House hot springe 2 47 6.1 HCO3, Cl Na

Five Sisters Springe (Besh Bajjilar) Ardebil 3 35 5.9 HCO3, Cl Na, Ca

Seven Blocks Spring 2 20 5.3 SO Ca

Boshli Spring 2 49 6.9 HCO3, Cl Na, Ca

Ghinarech spring 4 65 6.1 HCO3, Cl Na, Ca

Isti Su Spring 1.5 42 5.7 HCO3, Cl Na, Ca

Ilanjigh Spring 1 49 6.2 HCO3 K, Na, Ca 

Springe Dip Siz Gol 2 30 6.3 HCO3 Na, Ca

Saghezchi Spring 1 39 5.8 HCO3, Cl Na, Ca
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One of the existing capacities in the Sarein geot-
ouristic zone is the existence of many hot and mineral 
water springs in this area, described by Rashidi et al. 
(2012). (Table 1) Due to the therapeutic capability 
and geotouristic attractions some of these hot springs 
can be considered as an international pole.

3. Methodology

The two issues of natural hazards such as earth-
quakes, and the health and biological hazards were 
examined in the analysis of the hazards in this region. 
The geology of Sarein should be considered to ana-
lyze natural hazards by emphasizing on the earth-
quake. The surface formations of the region were 
first examined in terms of soil thickness and the cap-
illary ascent of water. The soil liquefaction limit was 
determined in soil formations to explore the vulner-
ability to earthquake. Results of the study conducted 
by Abedini (2013) were used to meet this objective. 
The fluidity limit in formations was determined by 
sampling three areas of Sarein. Thus, the percentage 
of clay, sand, silt, liquefaction limit and plasticity PI 
index were measured using the granulometric results 
(Abedini 2013).

Also, the status of formations of the area in terms 
of proximity to the Sabalan volcano was studied to 
determine the resistance or instability of the area in 
earthquakes. In addition to the above cases, it was 
necessary to identify the faults and their positions in 
the region. Therefore, the position of the faults from 
Sarein was determined. The conditions of the town 
before and after the severe earthquake on February 
28, 1997 were considered. In all these stages, the con-
ditions of the hot springs were examined according 
to these parameters. The risks related to the biologi-
cal agents in the hot springs of Sarein were identified 
in the second stage, Therefore, the fungal infections 
were emphasized. The results of Seyedmousavi et al. 
(2007) were used in relation to fungal infections. 284 
samples were collected from 11 hot spring springs to 
find the type of microbes. Samples of fungi and bac-
teria were identified in them. It was tried to create 

a relationship between the dispersion of fungi and 
bacteria in spas. In this regard, the dermatophyte was 
highly considered. 

4. Results

4.1 Natural hazards in the geotouristic region  
of Sarein city
The current range of the Sarein city considering the 
slope is composed of rocks, clay, marl and igneous 
projectiles. The depth of the soils in the city’s bound-
aries and its margins extend from the semi-deep ero-
sion of coarse grains in the northwestern part of the 
city to relatively deep gravel in its low-slope lands in 
the south and south-east of the valley. In the current 
headquarters of the city not only two faults are dis-
tinguishable from the east to the west and from the 
north to the south but the Sabalan semi-volcanic vol-
canoes (in the tectonic active hydrothermal stage) 
are located in the east. Surface formation in the area 
showed that the soils of low-gradient areas (range 
3–5%) were of heavy texture (51.45% clay texture). 
In terms of thickness the soils of the eastern and 
southeastern part of the city are semi-deep and deep. 
Water climbing especially freezing climb upward 
damages roads and pavements in Sarein city as well 
as the foundation of structures. Soils that are capable 
of expansion are swollen or as a result of freezing and 
increasing volume the floor of the building and the 
surfaces of the asphalt are swelling. Nevertheless, the 
city boundaries are located on the path to the fault 
valley and on relatively deep-sea alluvial deposits. 
Therefore, in this fine-grained form with surface and 
permeating waters design issues and robust materials 
will arised. Deepening of the ground and the use of 
robust anti-earthquake materials for large structures 
and maintaining the water level with the principles 
of drainage is necessary. Due to the high ductility pat-
tern in fine-grained urban formations the potential 
for swelling of structures in the region is mostly mod-
erate to higher-moderate (Table 2). The successive 
rise of moisture levels in the wet seasons of the year 
will lead to inflation and fluidization in the surface 

Tab. 2 Location of harvesting samples, granulometric results for determination of tissue texture and ductile tolerance (Abedini 2013).

Plasticity PI index Liquefaction Limit Percent of Silt Percent of Sand Percent of Clay Sample collection site

33.32 35.30 26.40 30.30 43.00 South entrance 

42.23 38.22 25.32 22.25 51.45 Eastern regions alonge  
the valley of the city limits

34.60 31.22 23.50 43.42 34.35 North slopes

Tab. 3 Ductility Symbol and Potential of Inflation (Abedini 2013).

Liquefaction Limit 0–10 10–20 20–35 More than 35

Plasticity PI index Little Average A lot Too much
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formations of fine-grained clay and in the long run 
will destroy the base of the buildings. In places where 
discontinuous materials can saturate with water they 
can create fluidity. In gradient and hilling area of Sare-
in, high rainfall, high relative humidity and the num-
ber of freezing days (145 days per year) the presence 
of deep and fairly deep surface formations makes it 
very probable that soil leakage occurs during earth-
quake. An earthquake with a magnitude of 5 is a lim-
iting threshold for soil leakage and lateral expansion 
of soil formations and in an earthquake with a mag-
nitude 6.5 causes mass movement, avalanches and 
severe earth avalanches. Abedini (2013) declares the 
fluid level of the texture of the formations in the three 
sample areas in Sarein as follows:

In clay formations if the amount of dough is about 
40 to 50 percent and the soil moisture content reaches 
25 to 35 percent it is possible to destroy the building 
and the asphalt. According to the results of soil phys-
ics analysis Sarein city is susceptible to soil swelling 
and fluidization during earthquake. In the meantime, 
the lithological and tectonic conditions of the area 
should also be investigated. The lithological resist-
ance of geological and surface formations depends 
on the type, shape, color, manner of mineralization, 
moisture percentage, weathering and tectonization. 
A wide area of the region consists of periodic layers 
of green tuff, marl and freshwater lime cobblestone 
and lava stone. In the northern and northeastern 
parts of villages and volcanic villages this formation 
consists of Andesi stone, basalt and trachy basalt. 
Lithologically these formations are mostly semi-re-
sistant formations. The major geological phenome-
non in this area is the Mount Sabalan volcano. It is the 
result of volcanic activity of the central type and its 
eruption mechanism is similar to the Italian Strom-
boli volcano. Volcanic activity of the upper Sabalan is 
based on volcanic and sedimentary bases of Eocene 
with an average altitude of 2700 m. The length of this 
volcanic mass is about 60 km and its width are about 
45 km. The main crankcase of this volcanic mountain 

is a funnel-shaped hollow. In the summertime as 
a result of melting of the snow a lake is formed inside 
this slope.

Sabalan lava flows out in several stages and 
covers a total surface of 1200 square kilometers. 
Sabalan’s early activities were related to Eocene. But 
its current cones are due to the subsequent steps in 
the Pliocene and Quaternary respectively. Sabalan 
caldera appears to have been created in the second 
phase of activity in Pliocene. One of the most notice-
able side effects associated with magmatic activity is 
the large spread of mudflows in Sabalan’s northern 
pine forests. These drains result from the combina-
tion of volcanic ash with melting water in the cold 
period. Apparently in Würm glaciation and during 
the formation of glacial masses in Sabalan its explo-
sive activity was also started. Volcanic activity has 
melt the glaciers and the water from the melting ice 
is also smeared with volcanic ash and brought them 
into mudflowers. These masses eventually moved 
along mud floods along the valleys and pushed to the 
surface of the plains leading to Meshkinshahr and 
Ardabil. Conglomerates, lahar, tuffs and volcanic gray 
formations located in the north and east of Sarein city 
are also related to the early Quaternary. Lithologically 
these formations are mostly resistant to semi-resist-
ant. Part of the Sarein area is formed by the material 
of the alluvial terraces that extends almost in the mar-
gins of the western and southwest streams of Sarein 
and the villages of this area. 

The residential areas of the study area are often 
located on these formations. The thickness of this unit 
is more than 400 meters and spread from Sarein to 
the south and south-east of the region. Lithologically 
these formations are insufficient and semi-resistant. 
Therefore these structures are risky when earth-
quakes occur. The most significant potential hazard 
of these steep slopes will be the occurrence of slip and 
creep on soft and loose tuffs in the Sarin area. The slip 
on steep slopes causes a heterogeneous alignment or 
movement of the pillars and separation of the build-
ing from the ground. Liquefaction in saturated sandy 
soils leads to tilting and collapsing of buildings.

In total the margin area of Sabalan volcanoes and 
Ardabil area in northwest of Iran have been reported 
with high potential of seismicity. Situated in the south-
ern volcanic slopes of Sabalan it has also transformed 
it into a city with a potential earthquake hazard. Con-
sidering the seismic state of Iran and the vulnerability 
of cities to earthquakes one of the approaches taken 
by urban planners to deal with this phenomenon is 
addressing the issue of urban immunization and pre-
ventative measures to reduce the damage caused by 
the earthquake. In terms of fault structure, we can 
classify Sarein’s range into three major faults:

The Balikhlichay fault is about 70 km from the 
northern lake of Ardebil and is covered by the south-
ern Quaternary alluvium in the north-eastern plain 
of Ardebil and continues to Astara. One of the main 

Fig. 5 A view of a lake located on the Kaldera Mountain  
of the volcano Sabalan.
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signs of neo-terrestrial activity is the displacement 
of Miocene sediments and tilting of the Quaternary 
alluvium. A lot of spa springs run from the site of this 
active fault. The Alvares fault is 15 kilometers long 
with a northwest process extending south-east of the 
village of Alvares to Caldera in Sabalan. An impor-
tant part of the Darwish river runs along this fault. 
Villadera fault begins with the northern and southern 
trend of the village of Sardabeh (north of Sarein city). 
A branch of it along the primary route is divided into 
two parts in the north of the city of Sarein; one branch 
of which passes through the city of Sarein and is again 
divided into two branches in the commercial area of 
the city. One branch ends in the village of Wind Kala- 
khoran and the other branch ends about 3–4 km from 
the city. Several spa springs have been formed along 
the Sarein fault. The location of the city of Sarein 
despite its adjacent active faults and faults in the city 
are highly threatened by tectonic and seismicity. Any 
displacement of these faults will result in earthquakes 
with destruction and damage to the city of Sarein. On 
the other hand with the onset of the earthquake the 
likelihood of blockage of hot water will be very high. 
By changing the direction of the springs practically 
some water treatments will be closed and the char-
acteristics of the city’s tourist performance will be 
changed. 

Ardebil province is located on five earthquake 
faults including Barghoosh in the western part of 
Ardebil highlands, Dasht Moghan fault in Parsabad, 
Ardabil fault along the northeast to the northwest of 
the province, Masooleh fault in the southeastern part 
of Khalkhal and Rudbar fault in Astara in Namin area. 
On February 28 1997 an earthquake of 6.1 magnitudes 
occurred at a depth of 15 km. The number of people 
killed was about 965 and the number of injured was 
estimated at 2600. In this earthquake about 36 000 
people became homeless. Studies in the area indicate 
that the highest severity of the earthquake is located 
in southeastern Sabalan and the greatest damage was 
reported in villages Golestan and Shiran. The magni-
tude of the high aftershocks occurred a few days after 
the main shake causing more damages and the col-
lapse of buildings that damaged in the main shock and 
caused significant damages to the city of Sarein. Field 
observations after the earthquake showed that gra-
dient thickness and sediment type had a significant 
effect on the severity of degradation. In the region 
the landslide phenomenon has not been significantly 
influenced by the slope due to the low slope during 
the earthquake. In the event of an earthquake rural 
houses were mostly made of inadequate material of 
poor quality mud. Such buildings have been complete-
ly destroyed in areas close to the earthquake site and 

Fig. 6 Geological map of the study area with emphasis on the location of springs and faults.
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have been found to be deep-seated cracking in the dis-
tant regions and their local downturns. In most of the 
urban residential houses and some of the rural build-
ings except brick buildings the technical notes of the 
earthquake code were observed. The damage to such 
buildings has been less than that of mud-made hous-
es. A few brick buildings were also found in nearby 
areas of the earthquake which due to non-observance 
of some technical points only suffered minor damage. 
The one that increased the depth of the disaster and 
increased the death toll was a severe snowfall at night 
of the earthquake and wolf attacks on the injured. 

In spite of the severe earthquake and significant 
human damages within 20 years after the February 28,  

1997 earthquake the city of Sarein has grown rapidly 
due to its natural attractions and has become one of 
the attractions of the Middle East and has witnessed 
rapid development. In this period mountaineering 
camps, ski resorts, spa pools and cable cars have been 
developed.

Another factor that threatens the city of Serein is 
the downfall of the earth. Earth subsidence is exac-
erbated in both cases naturally and sometimes also 
by the interference of humans on the earth and is an 
environmental hazard for urban construction. The 
center of the city is located from east to the west par-
allel to the fault valley. Today more than 10 to 15 floors 
of towers and modern hotels are rapidly expanding 

Fig. 7 Map of earthquake occurrence and location of springs in the studied area.

Fig. 8 An overview of the earthquake that occurred in 1997 in Sarein. Fig. 9 An overview of the earthquake that occurred in 1997 in Sarein.
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in the active tectonic zone. The core of the city is the 
location of fault division. In addition, the main stream 
along the fault line has been adapted. The site of the 
buried volcanic geological layers underneath the allu-
vial Quaternary alluvial deposits has created basis 
for formation of hot springs in the city. In the 1997 
Ardabil earthquake by breaking part of the igneous 
section of the infrastructure hot water erupted in the 
middle of the city at an altitude of about 12 meters. It 
is expected that some earthquakes will dry up during 
earthquake due to physicochemical reactions within 
the earth or there may be created several hot water 
springs in the areas adjacent to them. So far after 
the start of huge and heavy construction the city of 
Sarein has not experienced a severe earthquake. An 
examination of all geological issues tectonics and hot 
water in the region indicates the instability of urban 
infrastructure.

According to Abedini (2013) most hot springs 
come out of the place and also adjacent places to 
faults. The existence of faults has led to the tecton-
ic instability of the city lands. On the other hand the 
displacement of faults is one of the important factors 
in the gradual downsizing of the city on the path to 
the fault valley. The results of the sampling conducted 
by Abedini (2013) indicate a high percentage of clay 
(46%) silt (32%) and sand (25%). Therefore high 
presence of clay, high topographic slope and fault 
activity during earthquake could be risky. The higher 
the percentage of clay in the formations, the higher 
the amount of inflation, elasticity and fecundity. Con-
tinuous wetting of structures of foundation, chemical 
degradation, dissolution, decrease of internal resist-
ance of materials and increase of shear stress cause 
bending, cracking the foundation and even falling 
it. Topographic and geological slopes with the high 
groundwater and hydrothermal velocities and trap-
ping characteristics especially in low slopes and pits 
like the middle of the city play an important role in 
the risk-taking of structures. In the beginning the 
position of the city of Sarein was formed in relatively 

flat topographic lands but gradually with the expan-
sion of physical space the city occupied more lands 
and encountered many hydro geomorphological bot-
tlenecks. Considering the above-mentioned cases in 
the event of an earthquake exceeding 5.5 magnitude 
the city will suffer great damage

4.2 Analysis of hazards associated with biological 
agents in Sarein hot water springs
Given the increasing progress of human knowledge in 
controlling and eradicating fungal diseases including 
dermatophytosis in humans, the statistics still indi-
cate that the disease is one of the most important 
health and therapeutic issues in the world and in Iran. 
Human fungal infections have increased considerably 
in recent years, one of the common causes of which is 
the increased exposure of people to the environment 
and public places infected with the transmission of 
disease to humans. The use of public places such as 
hot water pools is one of the ways in which superfi-
cial and cutaneous fungal infections spread to humans 
because they have a long life of up to 6 months (Rip-
pon 1988).

Considering that to produce fungal skin disease 
other than the presence of pathogens in the environ-
ment other factors such as ambient temperature, rel-
ative humidity, age, occupation, living conditions and 
non-compliance with health standards are important 
for the development of fungal skin diseases (Rippon 
1988) many researches and studies have been accom-
plished on the dermatophyte contamination in the 
environments and public places and their role in the 
transmission of the disease and how to prevent them 
in the world and in Iran.

In the study of pollutants in the southern bar-
racks of the south of the country from 374 samples 
90 cases (24.06%) of dermatophytes were isolated 
from the equipment and environment of the patients 
and 2 types of dermatophytes from one patient. 
They prove dermatophytes in sampling 7 bathrooms 
(63.63%) out of 11 baths (Emami et al. 1974). 

Fig. 10 Growth and development of the city of Sarein after  
the earthquake of February 28, 1997. It is clearly seen in the image 
the Sabalan volcano that dominates the city and its construction.

Fig. 11 Another view of construction in the city of Sarein after  
the 1997 earthquake.
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Tab. 4 Service and operation status of hot water pools in Sarein tourist city in the summer of 2005 (Seyedmousavi et al. 2007).
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Pool No. 1 – – * – – – – – – – * – * * * * –

Pool No. 2 – – * – – – – – – – * – * * – – *

Pool No. 3 – – * – * * – – – * – * – * – * –

Pool No. 4 – – * – * * – – – * – * – * * – –

Pool No. 5 – – * * – – – – – * – – – * – – –

Pool No. 6 – – – * – – – – – * – – – * – – *

Pool No. 7 – – * – * – – – – – * – – * – – *

Pool No. 8 – – * * – – – – – – * – – * – – *

Pool No. 9 – – * – * – – – – – * – – * – – *

Pool No. 10 – – * * – – – – – – * – – * – – –

Pool No. 11 – – * – * * – – – * – – – * – – –

Tab. 5 Frequency distribution of fungi isolated from hot water pools of Sarein tourist city in summer 2005 according to type of pool 
(Seyedmousavi et al. 2007).

Title of Fungi
Pool number Number of 

samples Percentage
1 2 3 4 5 6 7 8 9 10 11

Aspergillus fumigatus 1 5 4 11 7 3 4 2 2 2 3 44 22.79

Aspergillus flavus – – 6  6 4 2 4 3 1 2 2 30 15.54

Aspergillus niger 2 3 2  5 5 4 3 1 3 2 – 30 15.54

SP penicillium 1 1 4  7 1 – 2 2 3 1 6 28 14.50

Mucor – 1 2  1 1 – 2 – – – 1 8 4.14

Fusarium Oxysporum – – 1  1 1 – 1 – 1 1 2 8 4.14

Aspergillus – – 1 – 1 1 – – 1 – – 5 2.59

Geotrichum 1 – 3  1 – – – – – – – 5 2.59

Alternaria – – – – – – – 1 – 1 – 4 2.07

Candida (fungus) 2 – 2 – – – – – – – – 4 2.07

Scopulariopsis – – 1 – – – – 1 – 1 – 3 1.55

Unknown – – – – 2 – – – – – – 3 1.55

Mycelia sterilia – 1 –  1 – – – – – – – 2 1.03

Rhizopus 1 – –  1 – – – 1 – – – 2 1.03

Trichosporon – – 1 – – – – – 1 – – 2 1.03

Acremonium – – – – – – – – – 1 1 2 1.03

Curvularia – – – – 1 1 – – – – – 2 1.03

Trichotecium – 1 – – – – – – 1 – – 2 1.03

Pseudoallescheria boydii – – – – – – – – – – 2 2 1.03

Chysosporium – – 1 – – – – – – – – 1 0.51

Ulocladium – – – – – – – – – – 1 1 0.51

Sepedonium – – – – – – – – – – 1 1 0.51

Bipolaris – – – – 1 – – – – – – 1 0.51

Paecilomyces – – – – – – – 1 – – – 1 0.51

Stemphylum – – – – – – – – – – 1 1 0.51

Sreptomycin – – 1 – – – – – – – – 1 0.51

Total 8 12 29 36 24 11 16 12 13 11 21 193 100
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Since there has not been any study on the status 
of fungal growth in hot water pools in Sarein tourist 
town, therefore in this section the study of epidemiol-
ogy of fungal diseases identification of fungal contam-
ination and their sources, determination of dominant 
fungal species, identification of ways to transmit the 
disease and how to prevent them in hot water pools 
of Sarein tourist city are discussed.

In a study by Seyedmousavi et al. (2007) 284 sam-
ples were taken at different points in the Sarein Hot 
Springs Pools. In this study 284 specimens were col-
lected from different parts of the pools 193 fungal 
plates (67.95%) and 43 positive plates (15.14%) and 
none of the 48 plates (16.9%) were extracted. Asper-
gillus fumigatus was isolated with 44 positive plates 
(22.79%) Aspergillus feltus and Aspergillus spp. with 
30 positive plates (15.54%) and penicillium with 28 
positive plates (14.50%) the most abundant fungi. 

In this study no dermatophyte fungi nor any real 
dimorphic pathogens were isolated from carpet and 
water samples. One of the factors of the absence of 
human dermatophytes in the pools examined in this 
study is the presence of chlorine in the pool water 
and the spread of this water around the pool because 
there are more commuted and the contact of the legs 
and body of swimmers in this place has been more. 
On the other hand, given that the amount of chlorine 
in most pools is not standard one can not specifically 
comment because in talking to the authorities respon-
sible for these pools they often did not know the 
exact amount of chlorine intake and expressed their 
dependence on the number of swimmers and water 
pollution and most of the pools were discharged every 
24 hours and disinfected with perchlorin. Therefore, 
it is likely that another reason for the lack of derma-
tophyte agents in the pools is that the pool managers 
as well as the health authorities in the hot water pools 
of the Sarein tourist town pay more attention to the 
cleaning and control of the pools. 

According to the results of this study it can be stat-
ed that it is possible that another reason for not find-
ing dermatophytes in these pools is the high temper-
ature of the mineral water so that the pool areas are 
heated above 40 degrees Celsius and the temperature 
inside the sauna room was 40 to 45 degrees Celsius. 
Therefore the high temperature of mineral water is 
considered as a preventative factor for the growth of 
pathogenic fungi. It should be noted that all findings 
of this section are the result of research by Seyed-
mousavi et al. (2007) which was conducted on Sarein 
hot springs.

5. Conclusion

This research investigates the attraction and haz-
ards of the geothermal springs of Sarein district spa. 
Therefore, the research structure was divided into 
two sections of attraction and hazard. The hazards 

segment was also divided into two sections of the 
hazards associated with the earthquake and the risks 
associated with the disease outbreak. Regarding the 
potential of spa springs about 11 hot springs were 
selected and features such as discharge temperature 
pH and anion and cation values   were extracted in 
each source separately. 

In the context of natural hazards an analysis of the 
earthquakes in the area especially the earthquake of 
February 28, 1997 was carried out and accordingly 
it was necessary to draw geological maps, topogra-
phy slope and direction of gradient and earthquake 
centers mentioning the location of the spa springs. 
Investigations showed that there was no reported 
earthquake occurring on this date due to the low 
slope of the occurrence area such as landslide or rock 
falls but due to the straw structure of buildings, high 
human casualties were observed. One of the most 
problematic measures in this area is the development 
of construction towards the high slopes in the moun-
tain range of Sabalan.

In the final section of the study the risk factors 
related to biological factors in the pools of Sareen spa 
springs were analyzed. To this end with the empha-
sis on research by Seyedmousavi and colleagues 
(2007) of 284 samples no dermatophytic fungi were 
extracted from water and spa pools. The main reason 
for this is the complete disinfection of pools by chlo-
rine. So the pools used by tourists do not contain any 
dermatophytes.

According to the above-mentioned items it can be 
accurately stated that the recreational and tourist 
area of Sarein has been high in terms of geo-tourism 
capabilities and has resulted in economic flourishing 
in the Sarein area.
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ABSTRACT
Even in the absence of serious injuries and fatalities, landslide and flood events can have significant socio-economic impacts. These 
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1. Introduction

A series of debris flows associated with monthly 
average rainfall substantially in excess of the norm 
occurred in Scotland in August 2004. The resulting 
landslides affected important parts of the trunk (stra-
tegic) road network, linking both cities and smaller, 
remote communities. Notable events occurred (Fig-
ure 1) at the A83 between Glen Kinglas and north 
of Cairndow (9 August), the A9 north of Dunkeld 
(11 August), and the A85 at Glen Ogle (18 August). 
While there were no major injuries, 57 people had 
to be airlifted to safety at A85 Glen Ogle when they 
became trapped between two major debris flows. 

The A83 Rest and be Thankful site, while not affect-
ed in August 2004, has been extremely active in recent 
years with multiple debris flow events and road asso-
ciated closures; in particular events in 2007 (Figure 2),  
2008, 2009, 2011, 2012, 2014, 2015, 2017 and 2018 
had an adverse effect on the travelling public. As 
a result the area has become the focus of not only 
concern but also of extensive landslide risk reduction 

activities, in the form of both management and miti-
gation and. a study was commissioned to assess and 
make recommendations on potential landslide reme-
diation actions at the Rest and be Thankful site (Anon. 
2013a; Winter, Corby 2012).

The rainfall-induced landslides occur in thin 
deposits of weathering products and other debris 
overlying rock that frequently dips out of the slopes 
which may be at angles of up to around 36°. Detailed 
descriptions of events are available (Winter et al. 
2006), as are approaches to hazard and risk assess-
ment (Winter et al. 2005, 2009, 2013), and approach-
es to management and mitigation (Winter 2014a, 
2016). The links with rainfall are described by Winter 
et al. (2010, 2019).

In the absence of serious injuries and fatalities to 
those involved, the primary impacts of these events 
were economic and social. Such impacts include the  

Fig. 1 Map showing the strategic road network in Scotland. The 
locations of the three main debris flow event groups that affected 
the trunk road network in Scotland in August 2004 (1, 2, 3) are 
shown (from Winter et al. 2009). The locations of the later A83, 2007 
and 2014, landslides are coincident with the 2004 event at this scale 
and the A77, A76, A71 Bellfield Junction flood event from 2012 is 
also shown. The locations for the events correspond to those shown 
in Figures 4 (1b), 9 (2), 10 (3) and 11 (4).

Fig. 2 View of the debris flows above and below the A83 on the 
approach to the Rest and be Thankful (location approximately that 
of 1b in Figure 1). The head scar is at approximately 370 m Above 
Ordnance Datum (AOD), the A83 at 240 m AOD and the Old Military 
Road (OMR) at 180 m AOD.
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cost of delays and diversion on transport networks 
and the severance of access to and from relatively 
remote communities for services and markets for 
goods; employment, health and educational opportu-
nities; and social activities.

In 2004 for example, the A83, carrying up to 5,000 
vehicles per day (all vehicles two-way, 24 hour annu-
al average daily traffic, AADT) was closed for slightly 
in excess of a day, the A9 (carrying 13,500 vehicles 
per day) was closed for two days prior to reopening, 
initially with single lane working under convoy, and 
the A85 (carrying 5,600 vehicles per day) was closed 
for four days. The traffic flow figures are for the most 
highly trafficked month of the year (July or August). 
Minimum flows occur in either January or February 
and are roughly half those of the maxima reflect-
ing the importance of tourism and related seasonal 
industries to Scotland’s economy. Substantial disrup-
tion was thus experienced by local and tourist traffic, 
and goods vehicles. 

This paper describes a study to assess the econom-
ic impacts of selected debris flow events in Scotland, 
based on the scheme set-out by Winter and Brom-
head (2012). The impacts of floods can be assessed 
using the same set of principles and metrics and the 
impacts of one such event are also reported here.

2. Economic impacts

Due to the major contribution that tourism makes to 
Scotland’s economy the impacts of road closures can 
be particularly serious during the summer months, 
during which period debris flows usually occur in July 
and August. Nevertheless, the impacts of any debris 
flow event occurring during the winter months, 
between October and November, and in January when 
debris flow usually occurs, should not be underesti-
mated and events are arguably more frequent during 
the winter. Not surprisingly, the debris flow events 
described created a high level of interest in the media 
in addition to being seen as a key issue by politicians 
at both the local and national level. Indeed, the effects 
of such small events which may, at most, directly 
affect a few tens of metres of road cast a considerably 
broader vulnerability shadow (Winter, Bromhead 
2012), which defines the geographical extent of the 
impacts of landslides and floods. The qualitative eco-
nomic impacts of such landslide (and flood) events 
include:
– the loss of utility of parts of the road network,
– the need to make often extensive detours in order 

to reach a destination,
– the severance of access to and from relatively 

remote communities for services and markets for 
goods; employment, health and educational oppor-
tunities; and social activities. 
The economic impacts of a landslide event that 

closes a road, and its associated vulnerability shadow, 

were summarized by Winter, Bromhead (2012), in 
three categories, as follows:
– direct economic impacts,
– direct consequential economic impacts,
– indirect consequential economic impacts.

Direct economic impacts: The direct costs of clean-
up and repair/replacement of lost/damaged infra-
structure in the broadest sense and the costs of search 
and rescue. These should be relatively easy to obtain 
or estimate for any given event, provided that records 
are still available.

Direct consequential economic impacts: These gen-
erally relate to ‘disruption to infrastructure’ and are 
really about loss of utility. For example, the costs of 
closing a road (or implementing single-lane convoy 
working with traffic lights) for a given period with 
a given diversion, are relatively simple to estimate 
using well-established models. The costs of fatal/
non-fatal injuries and other incident accident costs 
may also be included here and may be taken (on 
a societal basis) directly from published figures. While 
these are set out for the costs of road traffic accidents, 
or indeed rail accidents, there seems to be no partic-
ular reason why they should be radically different to 
those related to a landslide or flood as all such inci-
dents are likely to include the recovery of casualties 
from vehicles. Indeed, for events in which large num-
bers of casualties may be expected to occur, data for 
rail accidents may be more appropriate.

Indirect consequential economic impacts: Often 
landslide events affect access to remote rural areas 
with economies that are based upon transport-de-
pendent activities, and thus the vulnerability can be 
extensive and is determined by the transport network 
rather than the event itself. If a given route is closed 
for a long period then confidence in, and the ongoing 
viability of, local business may be affected, for exam-
ple. Manufacturing and agriculture (e.g. forestry in 
western Scotland), are a concern as access to markets 
is constrained, the costs of access are increased and 
business profits are affected and short-term to long-
term viability may be adversely affected; in Jamaica 
a landslide on the B1 route in the Blue Mountains 
effectively severed local coffee production from the 
most direct route to the international market for that 
high value product (Figure 3). Perhaps of even more 
concern are the impacts on tourist (and other service 
economy) businesses. It is important to understand 
how the reluctance of visitors to travel to and with-
in areas affected by landslides or floods is affected 
after an event that has received publicity and/or 
caused casualties and how a period of inaccessibili-
ty (reduced or complete) affects the short- and long-
term travel patterns to an area for tourist services. 
Such costs form a fundamental element of the overall 
economic impact on society of such events. They are 
thus important to governments as they should affect 
the case for the assignation of budgets to landslide 
risk mitigation and remediation activities. However, 
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Fig. 4 A relatively small debris flow 
event (blue rectangle) closed the A83 
at the Rest and be Thankful in October 
2007; the vulnerability shadow that was 
cast (bounded in red) was extensive 
(Winter 2014a; 2014b). See Figure 1 
(1b) for the event location in the wider 
geographical context. (Image based on 
OS Route Planner 2016 Map. © Crown 
Copyright. All rights reserved Scottish 
Government 100020540, 2019.)

Fig. 3 Landslide on the B1 road at 
Section in Portland Parish, Jamaica. This 
event severed much of the local coffee 
production industry from the ports 
used to ship the product to market.  
(The picture is a photo-collage and 
some distortion is inevitable.)

these are also the most difficult costs to determine as 
they are generally widely dispersed both geograph-
ically and socially. Additionally, in an environment 
in which compensation might be anticipated, albeit 
often erroneously, those that have the best data, the 
businesses affected by such events, are also those that 
anticipate such compensatory events.

Typically analyses of the economic impacts of 
landslides and other natural disasters focus on the 
direct and/or indirect impacts, with the latter being 
generally analogous to direct consequential as set-
out above (Schuster 1996; Highland 2006; Hearn et 
al. 2008; Chang, Nojima 2001; Bono, Gutiérrez 2011; 
Bil et al. 2015; Klose et al. 2015). Attempts to evaluate 

the indirect consequential impacts of such event are, 
at best, rare.

The vulnerability shadow cast can be extensive and 
its geographical extent can be determined by the trans-
port network, including closures and diversionary 
routes, rather than the relatively small footprint of the 
event itself (Winter, Bromhead 2012). In the particular 
case of the event at the A83 Rest and be Thankful in 
October 2007 of the order of around 400 m3 of material 
was deposited at road level with a footprint that closed 
a few tens of metres of the road (Winter 2014); the vul-
nerability shadow can be estimated to be of the order 
of 2,800 km2 (total area approximately 3,500 km2,  
20% allowed for areas of sea) (Figure 4) which is, for 
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the purpose of comparison, approximately two-and-a-
half times the total land area of Hong Kong SAR.

The area has a population density of approxi-
mately 13 people/km2 (www.argyll-bute.gov.uk) and 
the event thus had the potential to have had an eco-
nomic impact upon up to approximately 36,400 peo-
ple in Argyll, Bute, plus any transient (e.g. tourist) 
population.

It is instructive to make some simple comparisons 
with Hong Kong SAR, which has an average population 
density of around 6,500 people/km2 (www.gov.hk).  
This dictates a much greater transport network den-
sity. Thus, and purely for the sake of comparison, in 
order to have an economic impact on the same number 
of people the vulnerability shadow cast need only be 
approximately 5.6 km2 (2 km by 2.8 km, for example). 

It is not suggested that the economic impacts would 
be similar for events with vulnerability shadows of 
these diverse sizes in Argyll, Bute and Hong Kong. 
However, it is clear that the low density/dispersed 
network in Argyll, Bute dictates a large vulnerability 
shadow while the much more dense/less dispersed 
network in Hong Kong means that the vulnerability 
shadow will be much less extensive, with the possible 
exception of events that affect critical infrastructure 
corridors, as more alternative routes will exist and 
will be more proximal to the event (Winter 2014b).

As part of this work (Winter et al. 2018), the 
vulnerability shadow has been evaluated using 
knowledge of the local transport networks and the 
socio-economic activity associated with the network 
that has been built up over a period of 30 years. This 
includes a holistic evaluation of major nodes, origins 
and destinations and includes both experience and 
knowledge gleaned from formal surveys (e.g. Winter  
et al. 2013). 

The economic impact and the vulnerability shadow 
are concepts that apply equally to other discrete cli-
mate driven events, such as floods, that may close parts 
of the road network. Both landslides and floods are 
generally thought to be likely to increase in frequency 
as a result of climate change (Galbraith et al. 2005; 
Anon. 2011; Winter et al. 2010; Winter, Shearer 2013).

Notwithstanding the above, it is clear that for some 
events the hazard itself, and not the transport net-
work or, more pointedly, its density, that determines 
the location, shape and extent (morphology) of the 
vulnerability shadow. It is therefore important to rec-
ognise that the morphology of the vulnerability shad-
ow caused by other types of event (e.g. glacial lake 
outburst floods), may be determined by the nature of 
the hazard itself. 

An example in which the hazard itself determines 
the vulnerability shadow is that of the Seti River debris 
flow in Nepal (Figure 5). On 5 May 2012 a major event 
caused significant erosion and deposition in the river 
channel over an approximate 40 km length. The event 
was thought to have resulted from a failed landslide 
dam. However, subsequent inspection of satellite 
imagery and aerial photography (Petley, Stark 2012; 
Petley 2014), and more detailed site inspection and 
investigation (Dahal , Bhandary 2013) led to a rather 
different conclusion; that the event was a debris flow 
initiated by part of a 22 Mm3 rock avalanche origi-
nating on the slopes of Annapurna IV entering the 
upper stream channel at high speed. An estimated 
71 people lost their lives at Kharapani, some 20 km 
north of Pokhara. The vulnerability shadow was con-
strained by the dimensions of the hazard flow within 
the stream channel, extending beyond these bounds 
only where infrastructure was damaged, including the 
footbridge at Kharapani.

Fig. 5 Residents of Kharapani located 
on the platform in the middle distance 
on the Seti River, Nepal, were among 
fatalities from the 5 May 2012 
debris flow event. The abutment of 
the suspended footbridge is on the 
platform.
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3. Methodology

3.1 Direct Economic Impacts
Direct economic impacts should be the most straight-
forward to determine. Indeed, this has generally 
proved to be the case with relatively recent events 
that occurred within the currency of existing net-
work operation contracts. Thus, data relating to the 
2007 and 2014 A83 Rest and be Thankful events were 
readily available from the company responsible for 
the operation of roads in this north-west part of Scot-
land at the times of enquiry, as was data for the 2012 
flooding event.

Data on direct economic impacts was generally 
collected from the records of the companies respon-
sible for operating the road network. However, data 
from less recent events such as the landslide events 
of 2004 (Winter et al. 2005, 2006, 2009) proved more 
difficult to obtain largely as both the operators and 
auditors had changed since the events occurred; as 
Highland (2006) points out past data are generally 
labour intensive to retrieve. 

The passage of time and the consequent lack 
of readily available records limited the resolution 
and reliability of the data that can be obtained for 
the 2004 events. What data has been obtained was 
derived from high level reporting documents to Scot-
tish Ministers and Senior Civil Servants and covers all 
three of the event groups from August 2004 (A83, A9 
and A85). This data has been interpreted and broken 
down to the best of the ability of the original authors 
and editors of the Scottish Road Network Landslide 
Study reports (Winter et al. 2005, 2009). 

3.2 Direct Consequential Economic Impacts
Direct consequential economic impacts are related 
to ‘disruption to infrastructure’ and concern loss of 
utility or the costs imposed on road users. For exam-
ple, the costs of closing a road (or implementing sin-
gle-lane working with traffic lights) for a given period 
with a given diversion, are relatively straightforward 
to estimate using well-established models. The costs 
of fatal/non-fatal injuries and incident damage only 
accidents are also included here and may be taken 
(on a societal basis) directly from published figures 
(Anon. 2013b). While these are set out for the costs 
of road traffic accidents (figures are also available for 
rail accidents) there seems to be no particular reason 
why they should be radically different to those relat-
ed to a landslide or flood as both are likely to include 
the recovery of casualties from vehicles. Indeed, for 
events involving large numbers of casualties, it can be 
argued that data relating to railway accidents may be 
more appropriate. In all of the cases presented here 
the accidents have been non-injury accidents (dam-
age only) and the numbers of vehicles involved have 
been estimated from contemporaneous photographs 
taken by the first author and others.

If a road is closed, either fully or partially, as a result 
of an event some or all of the users of that route will 
have to take an alternative, diversionary route, which 
may be significantly longer than the primary route. 
Even if no diversion is necessary, then the capacity of 
the road will likely be reduced (e.g. through a lane clo-
sure or the imposition of a speed limit) meaning that 
queues form, particularly at peak times, slowing the 
traffic flow. These effects can significantly increase 
road users’ journey times. It is also pertinent to note 
that such queues if formed adjacent to areas of high 
landslide susceptibility can significantly increase the 
risks to the affected road users. 

The QUADRO (QUeues And Delays at ROadworks) 
model provides a method for assessing the costs 
imposed on road users while roadworks are being 
carried out, considering:
– Delays to road users: the change in road users’ 

journey times, priced using the value of their time 
(e.g. cost to their employer’s business of the time 
spent travelling during the working day) based on 
the type of vehicle, its occupants and trip purpose.

– Fuel carbon emissions: the change in carbon emis-
sions due to vehicle fuel consumption, based on 
average figures per litre of fuel burnt and costed 
using estimated abatement costs (see STAG and 
WebTAG) (Anon. 2012a, 2012b).

– Accident costs: the change in the occurrence of 
accidents, in terms of the additional delay caused 
and the direct costs (e.g. property damage, police 
time and insurance administration).
The program contains a model for allocating traffic 

to the diversion route if the site becomes overloaded, 
representing both the road users that queue through 
the site and those that take an alternate route in the 
case of a partial closure. The details of QUADRO, 
including all assumptions made in its calculations, are 
provided in the manual (Anon. 2015).

In order to model a road closure in QUADRO, 
a diversionary route must be defined. The QDIV 
(QUADRO Diversion) tool was used to model the 
standard diversionary routes used by the road 
operator.

QDIV requires each diversionary route to be 
defined in terms of a set of links (each defined as rural, 
urban, sub-urban or small town) that can be com-
bined in series and parallel to build up a network. For 
each event, a simplified diversionary network sche-
matic was developed and Google Maps was used to 
measure the length of each link (Winter et al. 2018). 
Traffic data, represented as annual average daily traf-
fic (AADT), were sourced using data from the relevant 
Road Administrations.

Where information was not available (e.g. lane 
and verge widths), the default values suggested in 
the QUADRO manual were adopted. Classified traf-
fic counts (i.e. split into different vehicle types), and 
therefore the proportion of heavy vehicles, were only 
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available for some links; either the proportion from 
the closest link or a nominal 10% HGVs was assumed 
(Table 1). 

It was assumed that all of the roads affected were 
rural all-purpose single carriageways with a speed lim-
it of 96 km/h (60 mph), reduced to 48 km/h (30 mph) 
where part of the road remained open following the 
landslide or flood event, and that the length of the 
affected site in each case was 100 m. (The speed limit 
at the A85 site was reduced from the national speed 
limit of 96 km/h (60 mph) to 80 km/h (50 mph) in 
November 2015, more than a decade after the events 
and around the time that aspect of the study was 
completed.) 

3.3 Indirect Consequential Economic Impacts
There is a wide range of possible approaches to esti-
mating the indirect consequential economic impacts 
of landslides. These include:
– cost-benefit analysis,
–  cost-effectiveness analysis,
–  willingness to pay,
–  multi-criteria analysis,
–  methods based upon Transport Appraisal.

In addition, there are bespoke methods designed 
to address a particular set of circumstances (McLeod 
et al. 2005; Anon. 2013b) as described by Winter et 
al. (2018). 

Surveys of businesses were undertaken in the areas 
of the 2004 A85 landslide; 2012 A77, A76, A71 Bell-
field Junction flood; and A83 2014 landslide events. 
The surveys used questionnaires based on the Stat-
ed Preference approach that were mailed to respon-
dents with follow up telephone calls to improve the 
response rate that varied between 20.8% (A5 Glen 
Ogle) 17% (A83 Rest and be Thankful) and 11.7% 
(A77, A76, A71 Bellfield Junction).

4. Results

4.1 Direct Economic Impacts
The available data is reported in Table 2, adjusted to 
2012 prices.
Direct economic impacts include:
1. The direct costs of clean-up and the costs of search 

and rescue.
2. The repair/replacement of lost/damaged infra-

structure in the broadest sense.
These might otherwise be described as ‘emergency 

response’ and ‘remedial works’, respectively as in Table 2. 
Direct economic costs for the landside events 

range between approximately £250k and £1,700k. 
For the flood event in a more developed peri-urban 
part of Scotland the direct costs were relatively small 
(around £25k). 

Table 1 Site parameters for the direct consequential economic impact analysis.

Event Number vehicles 
damaged

Traffic (AADT)  
(vehicles/day)2 HGVs (%) Junction length 

(km) Closure type(s) Closure duration

August 2004: A83 Glen 
Kinglas to Cairndow (L)1 1  5,554  9 20 Full closure 2 days

August 2004: A9 N of 
Dunkeld (L) 5 13,864 18 18 Full closure, then shuttle 

working with convoy
2 days full
6 days convoy

August 2004: A85 Glen 
Ogle (L) 3  4,403 10 26 Full closure 4 days

October 2007: A83 Rest 
and be Thankful (L) 1  5,748 10 20 Full closure, then shuttle 

working3
15 days full
27 days shuttle4

September 2012: A77, 
A76, A71 Bellfield Junction 
(F)

0 6,400 to 13,800  6 0.3 to 4.9

A77: Full closure
A76: Full closure then 
shuttle working
A71 Full closure

25 hours
19 hours full
2 days shuttle
67 hours

October 2014: A83 Rest 
and be Thankful (L) 0  5,460  9.5 20 / 45

Full closure (daytime)
Full closure (night time)
Convoy (daytime)6

Convoy (night time)6

Shuttle (daytime)
Shuttle (night time)
Shuttle (24 hours)

10 hours
28 hours
42 hours
56 hours
40 hours
42 hours
682 hours

1 L = Landslide; F = Flood.
2 Peak monthly figures, usually for August.
3 Single-lane working with traffic light control.
4  This figure represents the duration of the closure due to the instability and the immediate engineering works required to allow the reopening of the 

road. It is acknowledged that the road was subsequently subject to single lane working with traffic light control for a significantly longer period due 
to engineering works necessitated by the combination of this and subsequent events in the immediate vicinity.

5  20 km for full closure, 4 km for convoy working on the old Military Road (OMR).
6 Using the OMR, the temporary diversion used when the A83 Rest and be Thankful road is closed.
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4.2 Direct Consequential Economic Impacts
QUADRO enables the calculation of the costs of user 
delays and diversions, carbon emissions from vehi-
cles and accidents associated with the road works, 
reporting the costs on the basis of an average day 
over a whole week (Table 3); the total costs for each 
site, taking into account the duration of the impacts, 
are summarised in Table 4. Implicit are assumptions 
regarding the costs of time (vehicle occupancy, jour-
ney purpose, and the value of time for both occupants 
and vehicles), vehicle operating costs (and associated 
carbon costs), and the value of accidents that occur 
within the section(s) of road under consideration 

(Anon. 2015) and the associated values are based on 
national statistics.

Careful consideration of the relative traffic lev-
els, and closure type and duration (Table 4), reveals 
patterns that are broadly consistent with those that 
might be inferred intuitively, as follows:
–  The costs of similar closures depend on traffic levels; 

costs being in proportion to traffic (A9 cf. A83 2004).
–  Doubling the duration incurs higher costs, but may 

be reduced if the traffic levels are lower (A83 2004 
cf. A85).

–  A much longer duration increases the costs signifi-
cantly (A83 2007).

Table 2 Direct economic impacts (at 2012 prices).

Event Emergency response Remedial works Total

August 2004: A83 Glen Kinglas to Cairndow £395,043 £395,043

August 2004: A9 N of Dunkeld £921,766 £921,766

August 2004: A85 Glen Ogle £658,405 £658,405

October 2007: A83 Rest and be Thankful £320,772 £1,372,6291 £1,693,401

September 2012: A77, A76, A71 Bellfield Junction £16,756 £8,333 £25,088

October 2014: A83 Rest and be Thankful £245,328 £02 £245,328
1  Comprises: debris barrier (including design, tender, award, construction and supervision) £425,446 (at 2012 prices); works prior to culvert 

replacement (including ongoing traffic management and carriageway protection, culvert design, geotechnical design and certification, ground 
investigation and diversion fibre optic telecommunications cable) £181,184; and culvert replacement (construction) £765,999. These works were 
undertaken in direct response to the October 2007 event and may thus be attributed to this event.

2  While an extensive programme of remedial works has been undertaken at the wider A83 Rest and be Thankful site, some of which is focused on the 
location of the 28 October 2014 event, this was installed prior to the event and thus cannot be attributed to this event. In broad terms the remedial 
measures, including both management and mitigation measures (Winter 2014), worked as anticipated and would not have been expected to prevent 
a debris flow of this size from reaching the road.

Table 3 Incident accident costs (per vehicle) and QUADRO daily closure costs (at 2012 prices).

Cost (£)
August 2004: A83 

Glen Kinglas to 
Cairndow

August 2004:  
A9 N of Dunkeld

(Full closure/ 
shuttle working)

August 2004: 
A85 Glen Ogle

October 2007: 
A83 Rest and be 

Thankful
(Full closure/ 

shuttle working)

September 2012: 
A77, A76, A71 

Bellfield Junction
(Full closure/ 

shuttle working)

October 2014: A83 
Rest and be Thankful1 
(Full closure/ convoy/

shuttle working)

Accident incident cost 2,520 2,520 2,520 2,520 2,520 2,250

Delay cost (daily) 84,071 270,885 / 135,339 71,679 88,040 / 461 1,548,624 / 94,363 168 to 83,427

Carbon cost (daily) 6,380 18,608 / 9,304 6,629 6,590 / 6 73,922 / 671 2 to 6,262

Accident cost (daily) −4,360 −11,254 / −5,627 −4,494 −4,512 / 794 −38,568 / 7,564 −4,268 to 312
1  The daily delay, carbon and accident costs for the October 2014 Rest and be Thankful event vary significantly, by several orders of magnitude, for the 

various types of closure described in Table 2 and accordingly only the range is reported here. Full details are given by Winter et al. (2018). The higher 
costs (lower daily accident costs) are for full closure and the lowest costs (highest daily accident costs) are for shuttle working.

Table 4 Total incident accident costs and QUADRO total closure costs (at 2012 prices).

Cost (£)
August 2004: A83 

Glen Kinglas to 
Cairndow

August 2004:  
A9 N of Dunkeld

(Full closure/ 
shuttle working)

August 2004: 
A85 Glen Ogle

October 2007: 
A83 Rest and be 

Thankful
(Full closure/ 

shuttle working)

September 2012: 
A77, A76, A71 

Bellfield Junction
(Full closure/ 

shuttle working)

October 2014: A83 
Rest and be Thankful 

(Full closure/ 
convoy/shuttle 

working)

Accident incident cost 2,520 12,600 7,560 2,520 0 0

Delay cost 168,143 1,218,460 286,718 1,333,020 3,080,542 173,956

Carbon cost 12,762 83,737 26,514 99,029 151,669 9,164

Accident cost −8,721 −45,288 −17,974 −46,247 −71,309 29,466

Total 174,703 1,269,508 302,817 1,388,322 3,160,902 212,587
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Of particular interest are the negative costs (i.e. 
cost reductions) for traffic accidents during post-
event diversions and/or restricted traffic flow. These 
reduced accident costs suggest a decrease in accident 
numbers and/or accident severity and seem most 
likely to be as a result of reduced traffic speeds lead-
ing to an increased opportunity to avoid accidents and 
lower severity when they do occur.

The landslide events were located in rural areas 
and their impacts are upon those areas and small 
towns and villages. Direct consequential costs range 
between approximately £180k and £1,400k for the 
landslide events. The latter costs are largely depend-
ent upon the amount of traffic that uses the road and 
the duration of the disruption.

The flood event was located in a much more devel-
oped part of Scotland and on the edge of a town (Kil-
marnock). The peri-urban flood location and much 
shorter event duration, places a different complex-
ion on the direct consequential economic impacts 
which were more than twice those for the A83 2007 
(c. £3,200k).

Notwithstanding this the impacts of the A83 
event(s) should not be underestimated: those impacts 
were borne by a much smaller number of people over 
an extended period; the impacts on individuals and 
individual businesses seem likely to have been con-
siderably greater. This part of the analysis also does 
not take account of the longer term indirect conse-
quential economic impacts (see Section 4.3).

4.3 Indirect Consequential Economic Impacts
The surveys of businesses in the areas of these events 
provided cost information that could be interpreted 
in a number of ways and therefore gave a very wide 
range of potential results. The results did, however, 
provide useful qualitative information (Winter et al. 
2018). For events of lesser impact, descriptors that 
relate to the hazard are used: ‘landslide’, ‘flooding’ and 
other words that describe the event itself are also to 
the fore (Figures 6 and 7). 

In contrast responses to events of greater impact 
and or repetition such as at the A83 (Figure 8), at 
which a significant number of events and consequent 
closures have occurred over the past 20 years, tend to 

relate to the effects, risks, or impacts, that derive from 
the event. In this case the most frequently used word 
is ‘road’, with words such as ‘closed’, ‘staff ’, ‘visitors’, 
‘due’, ‘access’, ‘tourism’, ‘minor’ and ‘island’ also coming 
to the fore. These latter responses seemingly describe 
the consequences of the hazard, or the economic risks 
associated with the hazard, rather than the hazard 
itself, implying a greater economic impact or, at least, 
a greater awareness of the economic impact.

5. Vulnerability shadow

The vulnerability shadow for the October 2007 debris 
flow is described in Section 2 (Figure 4) and is esti-
mated at around 2,800 km2. This description holds 
for the event in 2014 also as the road closure was on 
the same link between the junctions with the A814 
at Arrochar and the B828 immediately to the north 
of the Rest and be Thankful car park with no entry or 
exit routes to the A83 between. 

While the 2007 and 2014 A83 debris flow events 
occurred to the east of the B828 (serving Lochgoil-
head), the August 2004 events at the A83 were locat-
ed to the west of the B828 in Glen Kinglas and fur-
ther to the west, beyond the A815 (serving inter alia 
Dunoon) to the west of Cairndow (around 5 km to the 
north-west of the 2007/2014 events shown in Figure 
4). Notwithstanding this, the differences in the diver-
sions for the two sets of events were subtle and it is 
broadly considered that the extent of the vulnerability 
shadow was not dissimilar.

Fig. 6 Word map of responses from survey respondents: A85  
Glen Ogle, 18 August 2004 landslide.

Fig. 7 Word map of responses from survey respondents: A77, A76, 
A71 Bellfield Junction Flooding: 21 September 2012.

Fig. 8 Word map of responses from survey respondents: A83 Rest 
and be Thankful, 28 October 2014 landslide.
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Fig. 9 Three main debris flow events (blue 
rectangle) closed the A9 N of Dunkeld 
on 11 August 2004; the vulnerability 
shadow that was cast (bounded in red) 
was extensive and reflects the importance 
of the A9, particularly to the communities 
to the north. See Figure 1 (2) for the 
event location in the wider geographical 
context. (Image based on OS Route Planner 
2016 Map. © Crown Copyright. All rights 
reserved Scottish Government 100020540, 
2019.)

Fig. 10 Two debris flow events (blue rectangle) closed the A85 in Glen Ogle on 18 August 2004; the vulnerability shadow that was cast 
(bounded in red) was limited by the reasonably good range of alternative routes in the area. See Figure 1 (3) for the event location in the 
wider geographical context. (Image based on OS Route Planner 2016 Map. © Crown Copyright. All rights reserved Scottish Government 
100020540, 2019.)
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Those for the other 2004 events were estimat-
ed at around 8,000 km2 (A9: Figure 9) and 800 km2 
(A85: Figure 10). The vulnerability shadow cast for 
the A9 debris flow events to the north of Dunkeld 
(11 August 2004) is significant (Figure 9), reflecting 
the importance of the A9 as the primary north-south 
route in Scotland, leading to the most northerly city 
of Inverness (population around 47,000) and numer-
ous smaller communities along the route and to the 
north of Inverness, and the relative paucity of alterna-
tive routes and their commensurate length. The A85 
Glen Ogle vulnerability shadow cast for the 18 August 
2004 debris flow is, by comparison, relatively small 
(Figure 10). This, in turn, reflects the relatively cen-
tral position of that area in Scotland and the existence 
and relative efficiency of alternate routes through and 
around the area.

The vulnerability shadow cast by the 21 Septem-
ber 2012 flooding event at the A77, A76, A71 Bell-
field Junction (Figure 11) was smaller still at around 
500 km2 (the nearby town of Kilmarnock has a popu-
lation of approximately 46,000). The road network in 
this area is much denser, and the population density is 
much higher, than that in the other areas studied and 
this leads to reasonable alternative routes, albeit with 
significant associated disruption to traffic.

6. Discussion

Highland (2006) (see also Schuster 1996; Schus-
ter, Highland 2007; Highland 2012) concluded that 

records of landslides and their associated costs were 
inadequate and that a standardised approach to 
landslide loss inventory would reduce the cost, and 
improve the usability and availability of landslide loss 
information. Further work by Highland (2012) deals 
in more detail with both direct economic impacts and 
also some aspects of direct consequential and indi-
rect consequential economic impacts, although these 
latter two are usually described in a qualitative man-
ner. Highland describes decreased economic activi-
ty in some areas and increased economic activity in 
other areas (e.g. as a result of the Glenwood Canyon 
Rockfall) and both higher than usual flight costs and 
an increase in the incidence of charter aeroplane use 
between key locations on either side of the event. 

A related study (Klose et al. 2015) collected data 
and modelled the costs incurred due to landslides 
that affected the federal road network in the Lower 
Saxon Uplands in NW Germany. The approach used 
the data collected at a local level to extrapolate direct 
costs for the region, using the results of a susceptibil-
ity assessment and an infrastructure exposure model. 
However, this study deals only with direct economic 
impacts and this degree of extrapolation across the 
network was not considered appropriate to the sit-
uation in Scotland where landslides occur relatively 
infrequently. 

Hearn et al. (2008) deal with both direct and direct 
consequential economic impacts, but their approach 
to direct consequential impacts appears to be based 
on the assumption that all vehicles (and drivers and 
passengers) that would normally use the road for the 

Fig. 11 Flooding at the A77, A76, A71 Bellfield Junction (blue rectangle) closed all three roads on 21 September 2012; the area of the 
vulnerability shadow that was cast (bounded in red) was limited by the availability of diversionary routes. See Figure 1 (4) for the event 
location in the wider geographical context. (Image based on OS 1:250,000 mapping. © Crown Copyright. All rights reserved Scottish 
Government 100020540, 2019.)
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period of the closure will wait for it to be reopened. 
While this might be appropriate for Laos, where the 
study was conducted, and reflects the morphology of 
the road network it does not account for either diver-
sions or restrictions of traffic flow as are more normal 
in Europe.

The lack of a robust database of landslide events 
makes a quantitative national economic analysis 
difficult. Almost 40 landslides are reported in the 
media in the UK annually (38 in 2010) (Gibson et al. 
2012). Anon. (2013a) noted that between 1 January 
2007 and 31 October 2012, the A83 at the Rest and 
Be Thankful was closed five times as a result of land-
slides and these and other landslides have been enu-
merated and described (e.g. Winter et al. 2005, 2006, 
2009) extensively in recent years. Despite this Dobbie 
et al. (2011) consider that landslides are rare in Scot-
land. Whatever the rarity or otherwise of such events, 
better data is critical to the effective management of 
risks, as highlighted for flood hazards and risks by the 
Association of British Insurers (Anon. 2010).

Importantly, this current work confirms High-
land’s (2006) assertion that past data for direct 
economic impacts are generally labour intensive to 
retrieve. The experience here has been that as people 
move on both knowledge and experience are lost but, 
even more critically, as contracts pass to new organi-
zations data and information about events is lost.

The modelling of direct consequential econom-
ic impacts has not been attempted before and this 
throws up some interesting but rather unsurprising 
conclusions – not least that the total costs depend 
primarily on the amount of traffic affected and the 
duration for which it is affected. Notwithstanding this, 
it is important to recognize that where traffic levels 
are lower the network may represent a lifeline route 
with limited, complex/lengthy and/or no alternative 
routes.

Similarly, indirect consequential economic impacts 
are rarely evaluated. The surveys conducted for this 
work provided important and very useful qualitative 
data as set-out in Section 4.3 and represented in Fig-
ures 6,7 and 8. Indeed, some of the comments from the 
A85 Glen Ogle survey confirmed Highland’s (2006) 
assertion that economic impacts need not only be 
negative, that some can be positive:
– “More people rented bikes to go and visit the land-

slide site. The landslide itself had little impact, it 
was the associated bad weather that was the prob-
lem - the main street was flooded” according to one 
retailer.

– Hoteliers also seem to have benefited as “[they were 
able to] put up people in the guest house who had 
been trapped in the glen (and who had been air-
lifted out) free of charge. The same happened in 
different places around Killin,” which apparently 
“improved the image of the town.”
Notwithstanding this an assessment that included 

indirect consequential impacts was reported as part 

of a route study of the A83 (Anon. 2013a) returning 
a figure of £286k per landslide at the A83 Rest and 
be Thankful. While this provides useful context, it is 
not entirely clear how much of that total would be 
accounted for by direct consequential impacts that 
were also included or for how long the impacts were 
assumed to endure.

The vulnerability shadow proved to be a useful 
tool to understand and articulate the extent of the 
socio-economic vulnerabilities and, indeed, the pop-
ulations potentially affected.

The vulnerability shadows determined from the 
various events demonstrate that their extent is deter-
mined by the density of the network, and the linked 
availability and suitability of alternative routes. Clear-
ly there is also a strong correlation between these 
factors and the population served by the routes and 
affected by the events; as the density of the network, 
and availability and suitability of alternative routes 
reduces so does the population served. This must of 
course be set against the fact that the lower density 
networks are often lifeline routes with few, if any, 
alternatives and their importance to a smaller popu-
lation is amplified. The authors are not aware of this 
or a similar tool being used in other studies.

7. Summary and conclusions

This paper presents the results of a study to develop 
methods of obtaining data on the economic impacts of 
landslides and the associated extent of those impacts. 
The economic impacts of landslides are considered 
in three categories: direct economic impacts, direct 
consequential economic impacts, and indirect con-
sequential economic impacts. This approach is also 
applicable to events that reflect relatively discrete 
closures including climate-driven flooding.

The work presented herein includes data for five 
Scottish landslide events that occurred between 2004 
and 2014. Direct costs range between approximate-
ly £250k and £1,700k for the landslide event, while 
those costs for the flood event are relatively small. 
Direct consequential costs range between around 
£180k and £1,400k for the landslide events. The lat-
ter are largely dependent upon the amount of traffic 
that uses the road and the duration of the disruption. 
For a flood event in a more developed peri-urban 
part of Scotland although the direct costs were small 
but the direct consequential costs (c. £3,200k) much 
greater than for any of the landslide sites considered. 
It is also worth noting that flood event was of a rela-
tively short duration compared to the high cost land-
slide event. 

Work on indirect consequential impacts has pro-
vided valuable qualitative insights although meaning-
ful quantitative data proved rather elusive.

The vulnerability shadow proved to be a useful 
tool to understand and articulate the extent of the 
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socio-economic vulnerabilities and the populations 
potentially affected. They also aid in understanding 
and communicating the inter-relations between the 
density of the network, the linked availability and 
suitability of alternative routes.
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1. Introduction

The financial crisis in 2008 and subsequent sovereign 
debt crisis revealed the underlying structural weak-
nesses of the European integration project. These 
weaknesses require major action and increased coor-
dination in economic policies. With most attention 
being paid to structural differences within the euro 
area, the political agenda has also slowly addressed 
the significant structural differences between 
Europe’s East and West. The legacy of the Eastern 
enlargement has thus increasingly come under scruti-
ny. Moreover, its policy implications are very carefully 
studied, namely with respect to the labour market and 
migration. During the build-up to the financial crisis 
in Europe (data will be examined from 1995 to 2011 
in this paper, referring to the early years of the build-
up and its escalation on the eve of the financial crisis 
and initial years of the crisis itself), the problem of 
Europe’s Eastern periphery was not obvious or was 
neglected. Policy debate as well as theoretical expla-
nations of why the crisis hit Europe so hard mostly 
followed structural issues within the euro area. They 
left Central European countries aside and paid the 
greatest attention to Southern Europe, i.e. Greece, Ita-
ly, Portugal and Spain. From today’s perspective it is, 
however, obvious that there are also significant policy 
challenges arising from Central European countries’ 
trade and labour market integration. Since trade inte-
gration has increased significantly in Central Europe, 
we have decided to focus on the role of changing glob-
al value chain (GVC) participation obvious in Central 
Europe during the build-up of European imbalances. 
European imbalances, which were mostly seen as an 
interaction between Europe’s competitive North and 
structurally weaker South, also have a significant 
East-West component.

Structural changes of GVCs in Europe can be 
demonstrated by changes in German outward FDIs. 
In 1991, 12% of German investments in developed 
OECD countries went to Southern Europe. By 2007, 
this share had fallen to 7%. Simultaneously, Ger-
man investment stock in Czechia, Hungary, Poland 
and Slovakia reached the same level as the stock in 
the whole of Southern Europe, despite the fact that 
the overall GDP of those Central European coun-
tries in 2007 represented only 20% of Southern 
Europe’s (OECDstat 2018). There has been a grad-
ual GVC shift from Europe’s South to Europe’s East 
which are both current account deficit regions from 
the European imbalances perspective. The aim of this 
paper is to evaluate the factors that co-determined 
the changes in the geographic structure of GVCs in 
Europe which reduced GVC income in Southern 
Europe, increased it in Central Europe and contribut-
ed to the build-up of account imbalances in Southern 
Europe. In this paper, Southern Europe (the Southern 
European periphery) will be represented by Greece, 
Italy, Portugal and Spain, while Central Europe (the 

Central European periphery) by Czechia, Hungary, 
Poland and Slovakia.

European imbalances, which have been studied in 
line with global imbalances (see Dunaway 2009; ECB 
2008; or O’Brien, Williams 2007 for example), are 
defined as large and persistent differences in current 
account positions of different European countries (or 
economic models). These imbalances underpinned 
the build-up to the financial crisis of 2008 in Europe. 
OECD (2010) data reveal a current account balance 
of between −5% and 7% of national GDP in 1995 
and of between −14% and 8% of GDP in 2008. Addi-
tionally, current account position only underpinned 
changing debtor-creditor relations with Greece, Por-
tugal and Spain cumulating more than 70% of GDP in 
international liabilities by 2008, while major current 
account surplus countries became major creditors. 
Growing current account surpluses in the North are 
mostly attributed to the creation of the euro, which 
made the core countries’ investment rise in the euro 
area peripheries (IMF 2009). The prevailing rigidities 
of Europe’s core goods and labour markets, which 
limited investment opportunities (Dunaway 2009), 
also contribute to the imbalances. The peripheries’ 
deficits were mostly explained by declining compet-
itiveness in the new economic climate caused by the 
adoption of a common currency (Wyplosz 2010). 
Falling competitiveness was fuelled by growing differ-
ences in wages and productivity between the periph-
ery and the core (IMF 2009) as well as by the inap-
propriate fiscal policy response to greater financial 
market integration and low interest rates (Jiránková 
and Hnát 2012 or Šíma 2016). In general, the great-
est attention was paid to Southern Europe and its 
growing wages accompanied by limited productivity 
growth and increased borrowing opportunities from 
current account surplus parts of the euro area. This 
fuelled sovereign debt and increased the expansion-
ary effects of the common monetary policy (Wyplosz 
2010; IMF 2009).

Little or no attention was paid to the fact that after 
the Eastern Enlargement, the EU absorbed another 
periphery at its Eastern border. Even though its per-
sistent current account deficits clearly made it part 
of the core-periphery issue in the EU, the very dif-
ferent structure of Central European countries’ cur-
rent accounts was not seen as an important aspect 
for further analysis. Yet, the structure of the most 
trade-integrated parts of Central Europe shows strik-
ing differences from the predominant trend in South-
ern Europe’s balance of payments. A positive trend 
in trade and services balances, which is more than 
offset by ever larger profit repatriations, reveals an 
important trend in the market. The GVC integration of 
Central European countries demonstrates a marked 
difference from the structural and productivity issues 
of Southern Europe.

A similar flaw can be identified in the growing 
literature on global value chains, which is becoming 
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an increasingly popular focus for international trade 
analysis, particularly after Baldwin’s Second Unbun-
dling. Such works are largely dedicated to the most 
developed economies or to the development effects of 
trade and market integration and do not pay enough 
attention to the case of the (relatively) well-developed 
transition economies in Central Europe. Some litera-
ture studying the case of Central Europe has emerged, 
but most of it focuses on the automotive industry: 
Pavlínek 2004, 2018, 2019; Pavlínek and Ženka 2011; 
Humphrey et al. 2000; Sturgeon et al. 2008. Other 
sectors have only been studied selectively, like Smith 
et al. (2014) for the apparel industry in Slovakia, or 
Plank and Staritz (2013); Sass and Szalavets (2014) 
for the electronics industry in Hungary. For a compre-
hensive study on industrial upgrading in the region, 
see Vlčková et al. (2015).

Guzik and Micek (2008) compiled country-indus-
try case studies from the region. These studies offer 
valuable data which supports our hypothesis that 
there has been a major structural shift between the 
two current account peripheries resulting in signifi-
cant consequences for today’s Europe.

Given the generally high proportion of the 
EU’s share in Central Europe’s trade and investment, 
a significant increase in the region’s GVC participation 
must have had effects in Europe’s other periphery, i.e. 
Southern Europe, which has so far benefitted from 
European trade integration. Changing gains from 
GVCs and current account position between the two 
peripheries indicate a more important structural shift 
in EU trade integration, this has mostly been neglect-
ed due to a predominant focus on the euro and its 
institutional weaknesses. To reveal such a structural 
shift, our analysis will connect economic growth with 
trade integration in GVCs to show which growth fac-
tors influenced the changing GVC patterns the most.

2. Literature review

Offshoring and internationalisation of production, 
which was related to the technological progress and 
overall liberalisation of the world economy, contribut-
ed to the so-called slicing up of the value chain (Dick-
en 2015). This has been described as global supply/
commodity chains (Gereffi 1994), global value chains 
(Porter 1985) or global production networks (Coe et 
al. 2008). In this paper, we use GVC income data from 
Timmer et al. (2013) and we therefore follow the 
concept of GVCs. Value creation in GVCs is crucial for 
economic growth (Coe et al. 2008). As the costs and 
benefits of trade are distributed unevenly (Baldwin 
2006), the objective of countries is to improve their 
positions in GVCs (Henderson et al. 2002; Humphrey 
and Schmitz 2002), which makes GVCs a dynamic 
system.

Since the beginning of its economic transition, 
Central Europe has consistently attracted significant 

amounts of inward FDIs, creating a specific system 
dependent on manufacturing exports through pro-
ducer-driven networks (Myant and Drahokoupil 
2012). International investors mainly utilised a rela-
tively skilled and cheap labour force, the geographic 
location, investment subsidies, integration into EU 
structures and relative political stability (Pavlínek et 
al. 2009; Pavlínek and Ženka 2016; Myant and Dra-
hokoupil 2012). Central European suppliers became 
increasingly integrated into European value chains, 
as proven by Domanski and Gwosdz (2009), Jürgens 
and Krzywdzinski (2009). On the other hand, being 
dependent on FDIs, Central European countries are 
prone to potential value transfer to the economies 
from which the capital initially came (Dishinger et. 
al. 2014). According to Pavlínek and Ženka (2016), 
foreign-owned companies create and capture more 
value than the lower tier domestic companies in Cen-
tral Europe. Actual gains from GVCs in Central Europe 
therefore need to be empirically examined.

On the one hand empirical research clearly shows 
that there have been significant shifts in GVC activ-
ities in the pre- and post-crisis eras, but on the oth-
er it demonstrates that GVCs and global production 
remain regionally concentrated. Both statements lead 
to the suggestion that there might be a major shift in 
how European companies organise their cross-bor-
der production in Europe, possibly explaining at 
least some of the current account developments and 
competitiveness shifts. As claimed by Degain, Meng, 
Wang (2017: 45) “cross-border production shar-
ing activities of complex GVCs increased every year” 
before the 2000-01 period. “And there was a dramatic 
expansion of GVCs, especially those with complex pro-
duction-sharing activities” between 2003 and 2008. 
That being said, key theorist of global value chains, 
Richard Baldwin (2014), links his Second Unbundling 
with the prevailing regionalisation of the global econ-
omy: “The world economy is not global; it remains 
regionally segregated, such as Factory Asia, Factory 
Europe, and Factory North America. What matters 
is not value (added) but jobs, especially good jobs.” 
Within Europe, the Eastern enlargement has played 
a major role since, according to Degain, Meng, Wang 
(2017: 61), “Eastern European countries have devel-
oped intensive bilateral trade linkages in industrial 
inputs with other European countries. Joining the EU 
and adopting its regulations have been conducive to 
the development of these ties within European GVCs. 
Czechia, Hungary and Poland, the largest players in 
intraregional trade in manufacturing inputs among 
European economies, accounted for more than 11% 
of intra-Europe exports in intermediate goods in 
2015, a share that has more than quadrupled since 
1995.” There is already literature proving that Ger-
many in particular, has gradually weakened its trade 
ties with Southern Europe in favour of Central Europe 
(Simonazzi et al. 2013). Similar conclusions were also 
drawn by the German Bundesbank (2011). Pavlinek 
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(2019) proves in a study on the automotive industry 
that geographic restructuring in the industry has been 
taking place since the late 1990s. While automotive 
production in France, Italy and Portugal is decreas-
ing, production in the so-called integrated periphery, 
including Central Europe, is gradually increasing. 
This trend is explained by the labour cost advan-
tage (Pavlínek, 2019), which is supported also by 
Chiappini (2012). For Germany, the Eastern enlarge-
ment was an opportunity to outsource low-skilled 
processes abroad, import the necessary inputs from 
Central European cost-efficient economies and keep 
the mid-skilled processes on domestic soil (Coricelli 
and Wörgötter 2012). Keeping only the final stages of 
production in Germany contributed to the sharp fall 
in German unit labour costs, increasing the compet-
itiveness of the German industry (Marin 2010) and 
contributing to more efficient corporate labour divi-
sion (Walker 1989). Apart from lower labour costs, 
Pavlinek (2018) also identifies geographic proxim-
ity to large markets, membership in regional trade 
agreements, and investment incentives as Central 
Europe’s key assets.

In contrast, Italian companies inclined to the delo-
calisation of entire production processes to Southeast 
Europe (German Bundesbank 2011) leave much less 
scope for increasing GVC income in Southern Europe. 
In this context, understanding a country’s current par-
ticipation in value chains is central to ensuring that its 
industrial and trade policies can facilitate sustainable 
productivity gains and increased quality employment.

This paper follows on from Brumm et al. (2016), 
one of the few studies evaluating the effects of par-
ticipation in global value chains on current account 
imbalances. Brumm et al. (2016) came to the con-
clusion that economies which demonstrate higher 
GVC participation also exhibit larger current account 
surpluses, as the positive effect on trade balance sur-
passes the negative impact on the balance of primary 
incomes. This is true especially for backward partic-
ipation, which affects current account balance much 
more than forward participation. The positive effect 
of downstream participation is also confirmed by 
Haltmaier (2015), who, however, rejects the notion 

that there is any positive effect of upstream participa-
tion. As most of the countries included in this analy-
sis demonstrated higher backward GVC participation 
rates in 1995 and 2009 (table 1), GVC income will be 
considered as positively affecting the current account 
balance of an economy.

The ECB (2017) also affirms that there is a relation-
ship between GVC participation (especially backward) 
and current account or trade balance. Nevertheless, 
the justification is slightly different. Economies par-
ticipating more in GVCs demonstrate larger current 
account surpluses (or smaller current account defi-
cits) resulting from the increased competitiveness of 
domestic producers. The higher competitiveness of 
companies actively participating in GVCs is caused by 
stronger competition in the global markets. Several 
empirical studies confirm the positive impact of GVC 
participation on firm-level productivity (e.g. Amiti 
and Wei 2009; Winkler 2010; Crino 2008). The rela-
tive increase of domestic competitiveness tends to be 
only temporary. In order to distribute increased con-
sumption over time, domestic savings increase, which 
contributes to an improvement in the external trade 
position.

Institutional setup proved to be important for 
the participation of an economy in GVCs, according 
to Dollar et al. (2016). These researchers argue that 
countries demonstrating better institutional qual-
ity tend to have higher forward GVC participation, 
while countries with weaker institutions usually 
evince higher backward participation. Institutions 
are therefore able to influence international trade. 
Sturgeon et al. (2008b) confirm this idea by high-
lighting the importance of institutions, especially 
concerning the labour market, to the distribution of 
automotive value chains. Nunn and Trefler (2014) 
summarise the effects of economic institutions on 
comparative advantages of states, paying particu-
lar attention to institutions regulating contractu-
al arrangements among trading parties. In GVCs, 
suppliers produce highly customised products that 
have higher value only for the anticipated purchas-
er. Should the contracts not be consistently enforced, 
the purchaser would be motivated to renegotiate the 
contract to increase its own benefit after the supplier 
has already invested in its production. The supplier 
hereby faces a hold-up problem (Williamson 1985), 
which can be reduced by high-quality contractual 
institutions, e.g. property rights and investor protec-
tion (Lavchenko 2006). As a result, economies with 
higher institutional quality demonstrate a high level 
of relation-specific investments. Nunn (2007) iden-
tified the most relation-specific industries, calling 
them “contract-intensive”. According to Nunn, con-
tract intensive sectors include, among others, auto-
motive, computer equipment, telecommunications 
equipment and engines, which are among the most 
exported articles from Central Europe (Sankot and 
Hnát 2015). Nunn’s findings at the firm-level are 

Tab. 1 GVC backward / forward participation indexes.

1995 2009

Czechia 32.1 / 19.4 39.4 / 23.0

Hungary 26.6 / 15.2 39.9 / 16.7

Poland 15.4 / 17.5 27.9 / 20.5

Slovakia 35.6 / 20.7 44.3 / 17.9

Greece 13.2 / 17.6 23.1 / 19.9

Italy 21.9 / 16.8 20.1 / 21.7

Portugal 28.9 / 15.3 32.4 / 19.0

Spain 20.6 / 19.7 20.7 / 21.1

Source: OECD.stat (2018)
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confirmed by Ma et al. (2010), Li et al. (2012) and 
Feenstra et al. (2012). Apart from contract enforcing 
institutions, the regulation of labour and financial 
markets also affects the comparative advantage of 
an economy. According to Beck (2002), an economy 
with a developed financial market has a comparative 
advantage in manufacturing. Becker et al. (2012) 
prove that high fixed costs in export-oriented indus-
tries require well developed financial markets. Tang 
(2012) argues that countries with highly protective 
labour markets demonstrate comparative advan-
tage in goods intensive in firm-specific skills. On 
the other hand, countries with more flexible labour 
markets demonstrate comparative advantage in 
industries that are more volatile (Cunat and Melitz, 
2012). Pavlínek 2002, 2018; Aláez, Gil and Ullibarri 
2015 confirm in their sectoral study that flexibility 
of the labour market determines spatial distribution 
of the automotive industry. As the articles exported 
from Central Europe (e.g. electronic components or 
industrial machinery) are classified as volatile by 
Cunat and Melitz (2012), lower regulation will be 
considered a positive attribute, promoting a GVC shift 
towards Central Europe.

3. Empirical background

It must be noted that the research outline is mark-
edly influenced by data availability. Since there are 
numerous attempts at linking economic growth with 
GVC trends, measuring value added and value cap-
tured by an individual economy is a major challenge. 
As claimed by Amador and Cabral (2013) or Vlčková 
(2015), consistent data on GVCs are still rare. Most 
reliable datasets can be newly obtained from sever-
al input-output models (OECD TiVA, WIOD, UNCTAD 
Eora, or GTAP) but, currently, they do not offer the 
most recent years. This is another reason why our 
focus is on the build-up stage of the crisis (using the 
mid-1990s and 2011 as critical years) in our attempt 
to reveal a structural change in Europe’s GVCs.

In this paper, data for real GVC income are taken 
from the World Input-Output Database (WIOD), based 
on Timmer et al. (2013). Timmer et al. (2013) calcu-
lated real GVC income for all manufactures produced 
in selected countries, using the US CPI as a deflator. 
Table 2 depicts real income from GVCs in economies 
of the two EU peripheral areas in 1995, 2008 and 
2011. The time selection is dependent on very limit-
ed data availability. Nevertheless, the period between 
1995 and 2011 represents quite well the time frame 
during which European imbalances emerged and 
increased, as well as the initial period of the Europe-
an sovereign debt crisis, which had a strong impact on 
the structurally weak economies in Southern Europe. 
In order to ensure the comparability of these figures 
among economies of different sizes, real GVC income 
is normalised by real GDP. 

In 1995, the difference between Southern and Cen-
tral Europe, in terms of relative real GVC income, was 
not significant. Until 2008, the GVC income of Central 
European economies rose markedly, while the income 
of Southern European countries stagnated (Italy and 
Greece), or even decreased (Spain and Portugal). Dur-
ing the initial years of the sovereign debt crisis, GVC 
income in all Southern European economies dropped 
below the 1995 level, while GVC income in Central 
European countries remained well above the 1995 
benchmark. In terms of real GVC income, Central 
European economies gained ground, while Southern 
European economies lost ground. Decreasing relative 
GVC income implies lower importance of interna-
tional labour division for economic growth and the 
higher importance of domestic factors, e.g. house-
hold and government consumption, which should be 
reflected on the current account. The current account 
also incorporates profit repatriation, which in Central 
Europe between 1995 and 2008 increased significant-
ly and pulled all current accounts down into deficit 
(UNCTADstat 2017). This would conceal the change in 
position of Central European countries within GVCs. 
Therefore, solely balances of trade will be taken into 
account.

Tab. 3 Balance of trade (% of GDP).

Country 1995 2008 2011 Difference (95–11)

Czechia −0.057 −0.020 0.047 −0.105

Hungary −0.056 −0.003 0.070 −0.126

Poland −0.043 −0.072 −0.041 −0.002

Slovakia −0.010 −0.029 0.000 −0.009

Greece −0.108 −0.187 −0.117 −0.008

Spain −0.026 −0.085 −0.047 −0.021

Italy −0.024 −0.008 −0.016 −0.039

Portugal −0.083 −0.142 −0.095 −0.012

Source: UNCTADstat (2018).

Table 3 depicts the development of trade balance 
for selected economies. Between 1995 and 2008 
trade balances improved only in Czechia and Hunga-
ry. The deterioration of trade balances in Poland and 
Slovakia were, nonetheless, lower when compared 

Tab. 2 Real GVC income (as a % of GDP).

1995 2008 2011 Difference (95–11)

Czechia 0.104 0.195 0.182 −0.078

Hungary 0.120 0.195 0.194 −0.074

Poland 0.132 0.190 0.158 −0.025

Slovakia 0.108 0.196 0.168 −0.060

Greece 0.097 0.092 0.088 −0.009

Spain 0.136 0.116 0.110 −0.025

Italy 0.155 0.160 0.141 −0.014

Portugal 0.131 0.113 0.102 −0.029

Source: Timmer et al. (2013), UNCTADstat (2018)
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to Spain, Portugal and Greece. Until 2011, trade bal-
ances deteriorated below the 1995 level in all South-
ern European economies, while in Central European 
economies, trade balance improved, albeit with very 
limited improvement in Poland and Slovakia.

When analysing the relation between balance of 
trade and income from global value chains, it is neces-
sary to bear in mind the possible built-in bias of both 
approaches that might cause analytical discrepancies. 
Balance of trade is measured using standard indica-
tors of international trade (neglecting the origin of the 
value added), while income from global value chains is 
measured using advanced decomposition techniques 
tracing value added of labour and capital needed for 
the production of final manufactured goods (Timmer 
2013). For that reason, figure 1 focuses rather on the 
big picture, not aiming to provide accurate outcomes, 
which would be provable in a more advanced econo-
metric model.

A comparison of both groups of countries is shown 
in figure 1. The X-axis represents the change in rela-
tive real GVC income between 1995 and 2011 (depict-
ed also in table 2) while the Y-axis represents the 
change in trade balance (depicted also in table 3) in 
the same period. 

Based on figure 1, we can observe a direct rela-
tionship between change in relative GVC income 
and change in balance of trade. While the position of 
Central European economies improved in both GVC 

income and trade deficit, the opposite holds for all 
Southern European economies.

4. Data sources, results and robustness

The motivation of TNCs to move production to 
post-socialist Central Europe was, apart from its geo-
graphic location, caused by the local low-cost but 
skilled labour (Jürgens and Krzywdzinski 2009; Pav-
línek 2019; Chiappini 2012). The following analysis 
therefore takes into account not only the institutional 
setup but also the local labour costs.

To estimate determinants of structural changes 
of GVCs in Europe, we employ an OLS linear regres-
sion, which is widely used in GVC empirical studies, 
e.g. Baldwin and Yan (2014). Due to limited GVC data 
availability, a more advanced analysis of time series 
cannot be employed. In the analysis, three explana-
tory variables are used: labour costs, quality of regu-
latory environment and quality of contract enforcing 
institutions.

Labour costs cover the compensation of employees 
plus taxes minus subsidies in the sectors of industry, 
construction and services (Eurostat 2018). As wages 
demonstrated a dynamic development, especially in 
Central Europe, average available labour costs in the 
selected time frame are applied. Quality of institu-
tions is evaluated by the Rule of Law multi-criterial 

Fig. 1 Change in relative GVC income (x-axis) / change in balance of trade (y-axis) (1995–2011).
Source: Timmer et al. (2013), UNCTADstat (2018)
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indicator, compiled by the World Bank (WGI 2017). 
This measure was developed by Kaufmann et al. and 
is used as a baseline of the ability to enforce contracts 
by Nunn (2007) and Lavchenko (2006). Rule of Law 
index covers a broad range of areas, e.g. property 
rights protection, quality of enforcement mechanisms, 
reliability of police services and judicial independ-
ence. As comparative advantage is, according to Nunn 
and Trefler (2014), co-determined by product and 
financial/labour markets regulation, we also include 
the multicriterial index of Regulatory Quality (WGI 
2017). The regulatory quality index evaluates not 
only the regulatory environment, but also the effects 
of trade policy or tax policy on the domestic business 
environment. Rule of Law and Regulatory Quality 
indices are compiled from multiple sources, mainly 
surveys of independent providers (e.g. Gallup World 
Poll), business information providers (e.g. Economist 
Intelligence Unit), NGOs (e.g. Freedom House) and 
public sector organisations (EBRD Transition Report).

The explained variable, i.e. the structural chang-
es in GVCs, is measured by the difference in real GVC 
income (per unit of GDP) between 1995 and 2011, as 
depicted in table 2. Economies included in the anal-
ysis are, for Southern Europe, Greece, Italy, Spain 
and Portugal, while Central Europe is represented by 
Czechia, Hungary, Poland and Slovakia. The estimat-
ed impact of selected variables on real GVC income is 
depicted in table 4.

Tab. 4 Impact of labour costs, regulatory quality and rule of law on 
GVC shift (1995–2011).

Variable Coefficient
(Standard error)

Labour costs −0.003 **
(0.001)

Regulatory Quality 0.134 ***
(0.026)

Rule of Law −0.079 **
(0.029)

Sources: Eurostat (2018), WGI (2017)
** stands for p-value lower than 0.05,  
*** stands for p-value lower than 0.01

Regression analysis confirms the statistically sig-
nificant impact of lower labour costs and higher reg-
ulatory quality on the GVC shift to Central European 
countries. Adj. R-sq. of the model is equal to 0.86. 
TNCs were attracted by labour costs, which were on 
average, during the selected period, more than 55% 
lower in Central Europe than in Southern Europe. In 
addition, all Central European countries demonstrat-
ed better regulatory quality than Southern European 
economies (with the exception of Spain). This also 
proved to be a statistically significant determinant of 
the GVC shift towards Central Europe, denoting TNCs 
fleeing from the overregulated South to the slightly 
more liberal Central Europe. So far, the outcomes are 
in line with the available literature. Rule of law proved 

to be a significant determinant as well. However, the 
negative coefficient points to the fact that companies 
were moving their production to an environment 
with worse contractual institutions, which does not 
conform with the current theoretical and empirical 
literature.

A relatively similar result is achieved when the Rule 
of Law index is replaced by the Corruption Control 
index (WGI 2017). High levels of bribery and irregular 
payments are conspicuous signs of weak rule of law. 
Therefore, the Corruption Control index broadly cov-
ers the essence of weak rule of law and enforcement 
mechanisms in the economy. Meanwhile, the multicri-
terial Control of Corruption index consists of different 
input variables from the Rule of Law index, focusing 
on all kinds of irregular payments.

In order to further test the robustness of the 
results, we limit the examined period to 1995–2008. 
By neglecting the years 2009–2011, we omit the 
period of severe economic crisis. The European debt 
crisis particularly hit Southern Europe and affected 
both real GVC income as well as real GDP. Moreo-
ver, we replace the variables of the World Bank with 
indicators provided by the World Economic Forum 
(WEF). WEF uses data gathered independently, using 
its own surveys among executives worldwide. We 
apply the ‘Institutions’ index as a substitute for the 
‘Rule of Law’ index and the ‘Goods Market Regulation’ 
index replaces ‘Regulatory Quality’. The ‘Institution’ 
index evaluates the quality of both formal and infor-
mal institutions, i.e. the quality of state administra-
tion, protection of natural rights and also the ethical 
standards of companies. The ‘Goods Market Efficien-
cy’ index evaluates, among other things, how easy it is 
to start a business, rules on FDIs, or what the effects 
of taxation are. Table 5 summarises the impact of the 
amended variables on real GVC income (per unit of 
GDP) between 1995 and 2008.

Tab. 5 Impact of labour costs, goods market regulation and 
institutional quality on GVC shift (1995–2008).

Variable Coefficient
(Standard error)

Labour costs −0.004 **
(0.001)

Goods market regulation 0.085 ***
(0.015)

Institutions −0.074 ***
(0.017)

Sources: Eurostat (2018), WEF (2009)
** stands for p-value lower than 0.05,  
*** stands for p-value lower than 0.01

Outcomes of the modified regression in table 5 
are comparable with the original model (table 4), 
adj. R-sq. of the modified model is equal to 0.92. The 
modified model confirms that GVC income in Central 
Europe increased despite the lower quality of domes-
tic institutions. This, however, did not discourage 
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TNCs from moving their production eastwards, main-
ly because of the prospects of EU membership. The 
EU’s Eastern enlargement managed to guarantee the 
necessary institutional standards. Moreover, regula-
tory quality in Central European countries improved 
between 1996 and 2008 (WGI 2017).

Furthermore, it has to be added that the results 
hold only for selected Central European countries, i.e. 
Czechia, Hungary, Poland and Slovakia. Once different 
countries (Bulgaria, Latvia, Lithuania or Romania) are 
incorporated in the model, the statistical significance 
of labour costs or rule of law disappears. The reason 
might be twofold. First, a less skilled labour force and 
greater geographic distance are not sufficiently com-
pensated for by the decrease in labour costs. Alterna-
tively, the trade-off between labour costs and quality 
of contractual institutions is only limited and TNCs are 
ready to accept a decrease in rule of law only to a cer-
tain extent. In the latter case, significantly lower insti-
tutional quality (e.g. in Bulgaria and Romania) could 
not be offset, even by substantially lower labour costs.

5. Limitations, conclusions and discussion

This empirical study demonstrates several limita-
tions. Apart from the general drawbacks related to 
overall GVC data and their application, as discussed 
above, scholars are divided on the issue of how to 
measure soft variables like institutional quality. They 
also question whether the current data on institutions 
are relevant and generally applicable in econometric 
models, e.g. see Glaeser et al. (2004) or Voigt (2009) 
for details. As there is an overwhelming consensus 
that institutions matter, we employ the available and 
broadly used indicators, despite the ongoing academ-
ic discussion (e.g. Kaufmann et al. 2009 vs. Thomas 
2009). Moreover, the limited amount of countries 
taken into account might reduce the statistical pow-
er of the regression models. However, the number of 
Southern European EU member states is factually giv-
en and results for other Central and Southeast Euro-
pean countries are discussed above.

With the limitations taken into account, the fol-
lowing conclusions can be drawn. Significant chang-
es in GVC real income between 1995 and 2011 indi-
cate a shift of GVC-related production from Southern 
Europe towards Central Europe. While Central 
European countries demonstrated improvement in 
GVC-related real income, income in Southern Europe-
an countries diminished or stagnated. In this article, 
we argue that such a shift was reflected in the trade 
balances of both Central and Southern European 
countries. Therefore, this shift was also one of the 
contributors to the growing current account imbal-
ances in the EU during the build-up to the European 
sovereign debt crisis. In this article, we identify total 
labour costs together with regulatory quality as rea-
sons for the shift.

This is in accordance with other authors who 
have focused predominantly on increasing unit 
labour costs as a significant determinant for Euro-
pean imbalances. In a broader sense, soaring labour 
costs in Southern Europe together with the Eastern 
enlargement brought more cost-efficient competitors 
into the European Common Market. These factors 
undermined the existing comparative advantages in 
Southern European countries. Higher value-added 
production remained in the EU core, which exhibits 
higher total factor productivity. Simultaneously, lower 
value-added production moved to more cost-efficient 
new EU member states in Central Europe, leaving 
Southern Europe dependent on domestic demand. 
Subsequent changes in current account positions 
were further underpinned by soaring government 
expenditures and liquidity, initially through the mis-
allocated investments of high-savings countries and 
later through the euro area’s liquidity distribution 
mechanism, the TARGET2 system.

As regulatory quality proved to be one of the con-
tributors to the GVC shift from Southern to Central 
Europe, the push for the liberalisation of product 
and labour markets in deficit-prone Southern Europe 
seems to be justified. During the years following the 
European sovereign debt crisis, current account defi-
cits in Southern Europe almost disappeared. However, 
as Jirankova et al. (2015) demonstrate, this was pre-
dominantly due to a dramatic decrease in consump-
tion in Southern European countries, i.e. due to the 
income adjustment mechanism of the balance of pay-
ments. This means that the preconditions for Europe-
an imbalances have not yet been sufficiently tackled.

Even though this approach might provide a short- 
to medium-term solution, it would not address the 
issue of relatively lower competitiveness in Southern 
Europe when compared to Central Europe. Southern 
European countries have approved some measures to 
address their relatively lower competitiveness result-
ing from the unfavourable productivity-wages ratio. 
Such measures include reduced non-wage labour 
costs in Greece, increased flexibility of working time 
management in Portugal and increased space for 
firm-level bargaining to derogate from sectoral con-
tracts in Spain and Italy (Buti and Turrini 2012).

Despite the actions taken recently, countries in 
Southern Europe are still lagging behind in terms 
of macroeconomic competitiveness, and not only 
behind the EU’s core but also behind Czechia (WEF 
2017). One of the major weaknesses of Southern 
Europe, besides the macroeconomic environment, 
is its financial market development, which suffers 
from the redirection of private cross-border capital 
flows towards surplus countries, i.e. from a direct 
effect of European imbalances. Should Southern 
European economies boost their productivity, they 
will have to attract foreign investments and private 
capital flows again. More robust financial markets 
would also accelerate and increase the benefits of 
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conducted structural reforms. Completing the bank-
ing union would increase the trustworthiness of the 
financial sector. Further deregulation of goods and 
labour markets as well as improving the institutional 
environment are other preconditions to restore the 
attractiveness of Southern Europe for foreign inves-
tors. Foreign investments will later induce increased 
GVC income and, subsequently, also drive current 
account adjustment, which will not be based upon 
limited internal consumption.

Central European countries seem to benefit from 
the GVC shift eastwards. However, this has to be 
viewed only as a short-term victory. Foreign capital 
has been attracted predominantly to its cost-compet-
itive labour, while quality of human capital and total 
factor productivity still do not match the standards 
of the EU’s core. Therefore, Central Europe is actual-
ly prone to suffering from similar flaws as Southern 
Europe did before the start of the European debt cri-
sis. The regulatory environment is currently improv-
ing in Portugal and Spain, while slightly deteriorat-
ing in Hungary and Slovakia. Moreover, contrary to 
general belief, Central European countries attracted 
TNCs despite relatively lower rule of law standards. 
This is, however, rather an exception to the rule. In 
our model, the statistically significant negative coef-
ficient for rule of law does not hold universally for all 
the cost-efficient economies in Central and Southeast 
Europe, but only for Czechia, Hungary, Poland and 
Slovakia. These countries demonstrated only minor 
rule of law deficiencies. Rule of law and institutional 
quality in general, therefore, remain a crucial deter-
minant of FDI allocation and the position of a coun-
try in GVCs. Unfortunately for Central Europe, rule of 
law is currently worsening in Hungary and Poland. In 
Hungary’s case, it is also accompanied by increasing 
levels of corruption. Unfortunately, institutional qual-
ity is not universally improving in Central Europe, 
leaving the region dependent on still relatively low 
labour costs.

Cost-based comparative advantages will sooner or 
later be exhausted, as wage pressure in Central Euro-
pean economies is currently on the rise. Central Euro-
pean countries thus run a risk that they will share 
the same fate as Southern Europe. Wage increases 
unaccompanied by corresponding productivity and 
competitiveness gains might cause another shift of 
GVCs, leaving Central Europe in the same position as 
Southern Europe in 2009. Based upon WEF (2017) 
data, Central European economies, like their South-
ern European counterparts, suffer from comparably 
weak institutions, stringent labour market regulation 
and lower quality education systems. However, unlike 
Southern European countries, Central European 
economies possess a larger scope for fiscal policy to 
address well-known structural weaknesses. Political 
will and the stability of the institutional environment, 
therefore, remain the most relevant determinants of 
future economic development in Central Europe.
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ABSTRACT
This paper presents the Modified MEDALUS (MMEDALUS) approach, a quantitative assessment of desertification, in the case study 
area located in the Southern part of Iran. Six main factors of desertification including: soil, climate, plant cover, management, ero-
sion state and ground water situation were considered for the model approach. Then several sub-factors determining the quality 
of each main factor were quantified according to their quality and weighted on a scale between 1.0 and 2.0. We used a Geographic 
Information System (GIS) software to analyze and prepare the spatial distribution of the factor layers. Subsequently, the final deser-
tification hazard map was prepared by combining the different MEDALUS factors in Arc GIS 10.3 in order to define the final hazard 
classes on the basis of hazard scores based on the geometric mean of the main factors. The MEDALUS and MMEDALUS models 
show the “Desertification Potential” that in turn was validated with the current state of desertification observed in the field. The 
results show that the applied MMEDALUS approach yield significantly better results than the MEDALUS model in the study area. 
The results also show that the areas under severe and very severe hazard are the most extensive classes in the desertification map. 
Thus, we illustrate that most of the study area is sensitive to desertification. However, we highlight that management, climate and 
water table qualities were the most important indicators affecting the desertification processes, while soil quality seems to play 
a minor role in our study area.
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1. Introduction

Land degradation is a significant global environ-
mental and socioeconomic problem (Taddese 2001; 
Miao et al. 2015). Drylands (arid, semi-arid, and dry 
sub-humid areas) cover approximately 40% of the 
Earth’s surface (Deichmann et al. 2018) that are more 
sensitive to degradation (Zakerinejad et al. 2018). 
Desertification refers to land degradation caused by 
climate change and human activity in arid, semi-ar-
id, and dry sub-humid areas (UNCCD 2014). In the 
early 1990s, desertification was defined as ‘land deg-
radation resulting from various factors, including cli-
matic variations and human activities’ (UNEP 1992). 
It is a prolonged type of land degradation which in 
space and time converts the productive ecosystem to 
a fragile one by two crucial factors, namely, climate 
and negative human activity. (Shoba, Ramakrishnan 
2016). The character and intensity of desertification 
is closely related to environmental factors such as 
climate, soil characteristics, vegetation cover, and 
morphology. Desertification is also strongly linked to 
socio-economic factors, since human’s behavior and 
their social and economic actions can greatly influ-
ence the evolution of numerous environmental char-
acteristics. The United Nations Environmental Pro-
gram (UNEP) estimates that 69% of the world’s arid 
lands, excluding the very arid deserts, are under 
moderate to severe hazard of land degradation 
(Dregne 1991). This type of land degradation seri-
ously threatens agriculture, natural resources and 
the environment (Lal 1998; Yang et al. 2003; Feng 
et al. 2010; Fleskens, Stringer 2014; Zakerinejad et 
al. 2018). Especially areas with arid and semi-arid cli-
mates are affected due to a lack of financial resources 
to cope with and mitigate the effects of soil erosion 
and desertification (Zakerinejad, Märker 2014; Zak-
erinejad, Märker 2015; Masoudi, Jokar 2017). Deser-
tification was recognized as a severe problem already 
between the 1930s and 1960s in Iran. Iran having an 
arid to semi-arid climate with low precipitation and 
high evaporation rates compared to world averages 
shows a high vulnerability to land degradation and 
desertification. In the last decades over 20 per cent of 
the country is exposed to desertification. It has det-
rimental impacts on agricultural productivity and on 
ecological function (Zehtabian, Jafari 2002; Eliasson 
et al. 2003; Amiraslani, Dragovich 2009; Pan and Li 
2013).

Recently, several methods of desertification and 
land degradation assessment have been applied. 
The FAO/UNEP (1984) introduces the “Provisional 
Methodology for Assessment and Mapping of Deser-
tification Hazard” which evaluates the main factors 
affecting desertification processes. This method was 
the first major apporach that was developed to assess 
land degradation in arid and semi-arid regions. Some 
other important models are Global Assessment of 
Soil Degradation – GLASSOD (Oldeman et al. 1991), 

Assessment of Soil Degradation – ASSOD (Van Lyn-
den, Oldeman 1997) and LADA (Ponce Hernandez, 
Koohafkan 2004). Another model specifically devel-
oped for the Iranian conditions is the Iranian Model 
of Desertification Potential Assessment (IMDPA) pro-
posed by the Iranian Forests and Rangeland Organiza-
tion (Ahmadi 2007; Masoudi, Zakerinejad 2010). This 
model considers nine criteria or aspects of desertifi-
cation, namely, climate, geology-geomorphology, soil, 
vegetation cover, agriculture, water, erosion (includ-
ing wind and water erosion), social-economics, 
technology of urban development for finding areas 
with higher hazard of degradation. In total 35 indi-
cators are used by the model (Masoudi, Zakerinejad 
2011). An alternative model especially developed 
and applied in several parts of the Mediterranean is 
the MEDALUS (Kosmas et al. 1999) which identifies 
regions that are environmentally sensitive to deser-
tification processes. The model evaluates the main 
quality layers (factors) including soil, climate, vegeta-
tion, and management. After assessing these factors 
or quality layers, the Environmental Sensitivity Index 
(ESI) is defined by combining the four quality layers. 
ESI is a composite indicator that can be used to get 
insights into the factors causing desertification risk 
at a certain point in the landscape. Since the model 
was often applied in Mediterranean regions it is also 
appropriate to be applied in the Iranian conditions 
(arid and semiarid regions). So, all the data consid-
ering the MEDALUS (Modified MEDALUS) layers 
were prepared in a geographical information system 
(GIS), and overlay in accordance with the developed 
algorithm which took the geometric mean to compile 
maps of desertification intensity.

The main aim of this study is the assessment of the 
most important factors affecting desertification in the 
study area using the MMEDALUS model. Moreover, 
we compare the MMEDALUS model with the original 
model (MEDALUS) and evaluate both with the current 
state of desertification observed in the field. For this 
purpose, the Mazayejan (MZY) plain, located in South-
ern part of Iran, for which enough data were available 
has been chosen. 

2. Materials and methods

2.1 Study area
The study area is located in the MZY plain, in the 
Fars province in the Southern parts of Iran (54°34′ 
to 54°44′ E and 27°59′ to 28°5′ N). The study area 
shown in Figure 1 is part of the Zagros Mountains. 
The Zagros mountain range from the north-west 
along the west to south-eastern parts of Iran. Is high-
est peak reaching nearly 5000 meters. The study 
area covers an ca 20,000 ha and is drained by the 
MZY river. According to the national topography map 
(1 : 25,000; Iranian Cartographic Center 1994) the 
elevation is ranging from 693 m a.s.l. to a maximum 
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altitude of 1,371 m a.s.l. The annual average rainfall 
is around 243 mm with a high inter-annual variabil-
ity characterized by very dry summer months (June 
to September), followed by short period of heavy 
rainfall from December till March. Soil erosion as one 
of the most import types of land degradation and 
desertification is occurring frequently especially in 
the pediments of the mountain ranges of this area 
(Zakerinejad, Märtker 2014; Zakerinejad, Märker  
2015).

2.2 Methodology
Desertification is a complex phenomenon that leads to 
the reduction of land productivity (Sepehr et al. 2007). 
In order to assess the degree of desertification we 
applied the MEDALUS and MMEDALUS models. The 
key indicators of the MEDALUS model allow to identi-
fy the Environmental Sensitivity Areas (ESA). Gener-
ally, ESAs represent areas whose socio-economic and 

ecological aspects are not sustainable for a particular 
landuse (Basso et al. 2004).

The data for this study such as the information on 
soils, climate and vegetation cover were collected in 
the field, from maps and from data available in the 
related reports published by the different depart-
ments of the Ministries of Jahade-Agriculture as well 
as by the Meteorological Organization of Iran. The 
MMEDALUS model is differing from the MEDALUS 
model since it considers two more factors, namely, 
the soil erosion state and the ground water situation 
(Table 1). Moreover, information about the organic 
matter, soil EC and evapotranspiration were integrat-
ed in the model. Furthermore, we adapted rainfall and 
their hazard scores for specific soil depth as shown in 
Table 1. Based on this method, 20 entities were iden-
tified in the study area. Each entity was considered as 
an individual study unit and the assessment of deser-
tification was conducted for all of them. 

Fig. 1 Study area: MZY plain in Fars 
province Southwestern Iran.

Tab. 1 Classes and assigned weighing indices for the various parameters used for the assessment of soil quality (a), climate quality (b), 
vegetation quality (c), land management quality (d), erosion state quality (e), ground water state quality (f).

a. Soil quality index in the model

Slope (%) Drainage Soil Depth(cm) EC (mmhos/cm)

Description Idex Description Index Description Index Description Index

<6 1 well drained 1 >75 1 4> 1

6–18 1.2 imperfectly drained 1.2 75–30 1.2  4–80 1.2

18–35 1.5 Poorly drained 2 15–30 1.6  8–16 1.4

>35 2 <15 2 16–32 1.6

32–64 1.8

>64 2

Texture Organic matter (%) Stone fragment cover (%)

Description Index Index Index

L, SCL, SL 1 >3 1 >60 1

LS, CL 2–3 1.2

SC, SiL, SiCL 1.2 0.5–1 1.7 20–60 1.3

Si, C, SiC 1.6 <0.5 2 <20 2

S 2
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b. Climate quality index in the model

Rainfall (mm) Aridity index (P/ETp) Evapotranspiration (mm)

Description Index Description Index Description Index

>300 1 AI ≥ 1 1 <1500 1

150–300 1.5 0.1 < AI < 1 1.5 1500–2000 1.5

<150 2 AI ≤ 0.1 2 >2000 2

c. Vegetation quality index in the model

Fire risk Erosion protection Drought resistance Plant cover

Type of 
vegetation Index Vegetation 

types Index Types of 
vegetation Index Plant cover 

(%) Index

bare land 1
gardens, 

evergreen 
rangelands

1
gardens, 

evergreen 
rangelands

1 >35 1

annual 
agricultural 

crops, 
cereals, 

grassland, 
shrubland

1.5
rangelands, 
permanent 
grasslands

1.3
rangelands, 
permanent 
grasslands

1.3 10–35 1

gardens, 
evergreen 
rangelands

2

annual 
agricultural 

crops, cereals, 
annual 

grasslands

1.6

annual 
agricultural 

crops, cereals, 
annual 

grasslands

1.6 <10 2

bare land 2 bare land 2

d. Management quality index in the model

Land use Policy enforcement Livestock pressure

Type Index Degree of enforcement Index Livestock pressure Index

agriculture lands 1 Complete: >75% of the area under protection 1 <1 1

good to moderate rangelands 1.3 Partial: 25–75% of the area under protection 1.5 1–2.5 1.5

poor rangelands 1.6
Incomplete: <25% of the area under protection 2 >2.5 2

bare land 2

e. Erosion state quality index in the model

Water erosion Wind erosion

Description Index Description Index

very low 1 very low 1

low 1.2 low 1.2

moderate 1.5 moderate 1.5

severe 1.7 severe 1.7

very severe 2 very severe 2

f. Ground water state quality index in the model

EC (mmhos/cm) CL (mg/l) SAR Water Table Depth (cm)

Description Index Description Index Description Index Description Index

250> 1 250> 1 10 1 315> 1

0250–7500 1.2 0250–5000 1.2 10–18 1.3 285–315 1.5

0750–2250 1.5 0500–1500 1.5 18–26 1.6 285> 2

2250–5000 1.7 1500–3000 1.7 26 2

5000< 2 3000< 2
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The MMEDALUS procedure in the first stage is 
based on six quality indicators (climate, soil, vege-
tation cover, management, erosion state and ground 
water situation). These six major layers were derived 
from the sub-indicator layers that reflect individual 
conditions attributed to a specific value according 
to Table 1. Subsequently, the six quality layers were 
combined to give a single desertification sensitivity 
layer (Environmentally Sensitive Index-ESI). Table 1 
shows the indicators selected and the values attribut-
ed. These quality layer were then used in the GIS pro-
cedure to assess the final desertification intensity. 
A quantitative classification with values between 1.0 
and 2.0 was used throughout the model for the indi-
cators as well as for the final classification of deserti-
fication intensities. Value “1” was considered to areas 
of minor sensitivity, and value “2” was considered in 
areas with the major sensitivity. Values between 1 and 
2 reflect a relative vulnerability. 

The different quality layers are assessed using the 
following equations based on geometric means to 
integrate the individual sub-indicator maps. 

Soil Quality Index (SQI) = (texture × electrical 
conductivity × rock fragment × depth × slope × 
drainage × organic matter)1/7

Climate Quality Index (CQI) = (rainfall × aridity × 
evapotranspiration)1/3

Vegetation Quality Index (VQI) = (fire risk × erosion 
protection × drought resistance × vegetation 
cover)1/4

Management Quality Index (MQI) = (land use × 
policy enforcement × livestock pressure)1/3

Erosion state Quality Index (EQI) = (water erosion × 
wind erosion)1/2

Ground Water state Quality Index (WQI) = (CL × EC × 
SAR × water table depth)1/4

2.3 Description of ESI to desertification
Based on the data obtained from the applied meth-
odology for defining the ESI map to assess desertifi-
cation intensities in the MZJ plain, the various types 
and subtypes of ESI can be described as following in 
terms of land characteristics and management qual-
ity. According to their value, each of the six quality 
indices (MMEDALUS) were classified as high, moder-
ate or low as shown in Tables 2. Finally, all six quality 
indices were combined to calculate a single index of 
desertification severity using the following equation: 

Final Equation = (SQI × CQI × VQI × MQI × EQI × 
WQI)1/6

The ranges of desertification intensity (ESI), for the 
four classes is illustrated in Table 3. 

Tab. 2 Classification of six quality criteria used in the MMEDALUS Model and also the percent areas which belong to each class.

Kind of quality criteria Class Kind of quality Range Area (%)

Soil 

1 High <1.13 0

2 Moderate 1.13 to 1.45 89.87

3 Low >1.45 10.13

Climate 

1 High <1.5 0

2 Moderate 1.5 0

3 Low >1.5 100

Vegetation

1 High 1 to 1.13 0

2 Moderate 1.13 to 1.38 0

3 Low 1.38< 100

Management

1 High 1 to 1.25 0

2 Moderate 1.26 to 1.50 19

3 Low >1.50 81

Erosion 

1 High 1 to 1.25 43.68

2 Moderate 1.26 to 1.50 34.72

3 Low >1.50 21.6

Ground Water 

1 High 1.2> 0

2 Moderate 1.–-1.38 48.06

3 Low >1.38 51.94

Tab. 3 Classes of desertification intensity and corresponding range of indices (Sepehr et al. 2007).

Qualitative classes Low Moderate Severe Very severe 

Quantitative classes 1–1.22 1.23–1.37 1.38–1.53 1.54–2

Note: In this research MEDALUS method (Masoudi and Zakerinejad 2010) was done based on its characteristics, too.
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2.4 Testing the Models
In order to evaluate quantitatively the accuracy of 
the obtained maps (MEDALUS and MMEDALUS), the 
maps were compared to observed desertification 
intensities in the field (ground truth). The ground 
truth map was prepared based on agricultural pro-
duction conditions. In this research we prepare the 
map of current state of desertification mapped based 
on the ratio between current production to potential 
production (FAO/UNEP 1984). A low ratio values 
reflect increasing desertification intensity. Finally the 
spatial distribution of the productivity ratio was com-
pared to the MEDALUS and MMEDALUS results. 

3. Results and discussions

We applied the two model approaches as described 
above to derive the spatial distribution of the deser-
tification intensities. As shown in Table 2, most of 
the study area has moderate quality soils (89.87% 
of the area) in terms of desertification risk followed 
by low quality soils (10.13%). High quality soils were 
not documented in the area. Moreover, the majority 
of this area is characterized by low climate quality 
(100% of the area). This is mainly due to the relative 
low amount of precipitation occurring in the area 
and the high bioclimatic aridity index. All the differ-
ent types of vegetation growing in the study area are 
characterized as low quality (100%). Additionally, the 
majority of this area is described by low land manage-
ment quality (81%) especially in grazing areas. Most 
of the area shows a high erosion quality (43.68% of 
the area). Furthermore, the majority of this area is 
characterized by low ground water quality (51.94% of 
the area). The results also show that management, cli-
mate and ground water quality were the most impor-
tant indicators affecting desertification process while 
soil quality seems to be less important in the study 
area (Figure 2).

Based on the above describe methodology dif-
ferent desertification maps (Figure 3) have been 

produced for the MZY Plain. The current desertifica-
tion map based on FAO/UNEP, 1984 is shown in the 
same figures for comparison. The desertification map 
derived with the MMEDALUS model shows that most 
of the territory is classified as severe and very severe 
desertification (84%) (Figure 4). These critical areas 
exist somehow all over the study area and coincide 
with areas of greater human activity or severely erod-
ed soils and low ground water quality. These critical 
areas need management initiatives that can effective-
ly promote a slow regeneration of the landscape as 
a measure to combat desertification. 

Fig. 2 Average of hazard degrees of main criteria used in the 
MMEDALUS Model.

Fig. 3 Different desertification maps used for MEDALUS, 
MMEDALUS models and current desertification map.
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In order to compare the different desertification 
maps with the agricultural productivity ratio (current 
desertification map), we use a correlation matrix. As 
illustrated in Table 4, there is an inverse correlation 
between current desertification map and the risk of 
desertification detected by MMEDALUS (0.05 level). It 
means by decreasing the ratio of current production 
to potential production the risk of desertification is 
increasing. While, there is no correlation between the 
reduction of production and the risk of desertification 
by MEDALUS in the study area. The ‘ratio of current 
production to potential production’ has been used to 
describe the current state of land degradation in the 
different models of land degradation or desertifica-
tion assessment such as FAO/UNEP, GLASSOD and 
ASSOD. In both ASSOD and GLASSOD models, local 
experts assess the relative impact of a given amount 
of a certain type of degradation on the productivity 
of the soil. This kind of assessment seems to be more 
realistic in finding the degree of degradation because 
it is more related to its impact on soil productivity. In 
other words, the estimates of ASSOD consider that 
a given amount of soil erosion is a more serious prob-
lem on poor and shallow soil than on a deep and fer-
tile soil.

The developed model (MMEDALUS) attempts to 
assess and identify the factors affecting desertifica-
tion. The results indicate the the MMEDALUS model 
outperforms the MEDALUS model in the study area. 
Results also revealed that the main reason for the bet-
ter performance of the MMEDALUS assessment was 
to define a suitable criteria framework (e.g. adding 
ground water and erosion criteria). The result agree 
with other findings such as published by Sepehr et al. 
(2007) and Jafari, Bakhshandehmehr (2013). 

4. Conclusion

In this study, MEDALUS and MMEDALUS models 
were mapped in the MZJ area. This MEDALUS model 
approach was adjusted to develop a regional model 
that could be adapted to the south and south west of 
Iran. The results obtained show that most of the area 
can be classified as having severe and very severe 
desertification susceptibility in accordance with the 
ground truth map of agricultural productivity ratio. 
Especially the MMEDALUS model shows a good accu-
racy with the ground truth map and hence, outper-
forms the MEDALUS model. The results also show 
that management, climate and ground water quality 
were the most important indicators affecting deser-
tification process while soil quality seems to be less 
important indicators. The current state of the envi-
ronmental conditions is caused by the arid climate, 
unproper management and also by the deterioration 
of the ground water. This highlights that particularly 
human activities play an important role in acceler-
ating desertification process in the study area. The 
improvement of the MEDALUS approach by taking 
into account the groundwater and soil erosion state 
(MMEDALUS) generally allows for a better assess-
ment of the desertification status of a landscape. 
However, in future studies we will focused on the 
integration of data related to water and soil salinity. 
In addition, considering some quantitative map of soil 
erosion may be useful for a further improvement of 
desertification modelling. 

Finally, the limitation of desertification research 
assessment and monitoring in several developing 
countries (e.g., southeast of Iran, Iraq, Afghanistan, 
etc.) is the absence of historical data, including climat-
ic, pedological (soil salinity, organic matter) informa-
tion. Therefore applying simple models driven main-
ly by remote sensing data and available regional and 
national data is crucial to evaluate desertification on 
small spatial scales especially in remote areas.
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ABSTRACT
The Eger (Ohře) River terraces originated in varied morphotectonic and climate-morphogenetic conditions that existed during the 
late Cenozoic evolution of the western part of the Bohemian Massif. In the area between the Smrčiny Mountains and the Sokolovská 
pánev Basin, these levels of the Eger River terrace system were identified (Table 1): the Pliocene terrace niveau B, the Cheb terrace 
(I), the Hradiště terrace (II), the Chvoječná terrace (III), Jindřichov terrace (IV), Nebanice terrace (V), Chocovice terrace (VI), Chotíkov 
Terrace (VII) and the recent flood plain (N). It was determined to be a morphostratigraphical system of 7 river terraces of Quaternary 
age. Older levels of fluvial sediments, occupying a still higher morphological position in the area between the Smrčiny Mountains 
and the Sokolovská pánev Basin, have been classified to the Pliocene. A comparison of terrace flights in the longitudinal profile 
of the Eger River between the Smrčiny Mountains and the Doupovské hory Mountains indicated that the Cheb terrace (I) in the 
Smrčiny Mountains is tectonically uplifted around 10 m in comparison with its level in the Chebská pánev Basin. In the Chlumský 
práh Horst area, the oldest Pleistocene terraces, which originated during the Tiglian stage, were uplifted by approximately 15 m. The 
Chebská pánev Basin originated at the intersection of the Eger rift and the Cheb-Domažlice fault zone and its river network is incised 
ca 40 m into the planation surfaces of the sedimentary basin. Both volcanic processes and frequent seismic activity in the region 
are associated with the Late Cenozoic tectonic movements. According to the current stratigraphical scheme of the Quaternary, the 
Eger terrace system was formed mostly by the Pleistocene (Table 2) during the Tiglian to the Weichselian stages.
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1. Introduction

1.1 Theme and aims
The Eger River has a remarkable position among the 
streams of the Bohemian Massif because of the varied 
geological structure and palaeogeographical history 
of the whole catchment area. Conspicuous river val-
leys, terrace systems and related fluvial deposits orig-
inate in regions of neotectonic activity, combined with 
specific climate-morphogenetic processes (Balatka et 
al. 2015; Balatka and Kalvoda 2018). Geomorpholog-
ical research on the Eger valley was aimed at land-
form evolution and morphogenetic evaluation of riv-
er terraces and further fluvial sediments. Particular 
attention was paid to the classification of the flight of 
Eger River terraces in the stratigraphical system of 
the Quaternary.

The aim of this research is to discover or verify 
locations of river terraces and other fluvial sediments 
in the Eger River valley between the Smrčiny Moun-
tains and the Sokolovská pánev Basin (Fig. 1), to pro-
vide their morphogenetic evaluation and to suggest 
their correlation with the current stratigraphical clas-
sification of the Quaternary. The field research was 
focused on a documentation of the fluvial sediment 
exposures and a characterisation of the landform 
evolution in the Eger River valley and the surround-
ing area (Balatka and Kalvoda 2018). This geomor-
phological research confirmed the importance of the 
Eger terrace system in the assessment of the range of 
the Quaternary tectonic movements, especially in the 
area of the Chlumský práh Horst. The geomorpholog-
ical analysis of the fluvial landscape in the Eger River 
valley enabled a creation of the longitudinal profile 
of the river terraces from the German border in the 
Smrčiny Mountains through Citice in the Sokolovská 
pánev Basin to Vojkovice in the Doupovské hory 
Mountains.

During the interpretation of the geomorphological 
analysis of the Eger River valley landforms, special 
attention was focused on the influence of neotectonic 
uplift on the terrace flights in the longitudinal profile. 
Primarily, the historical-genetic relationship between 
the older terrace levels evolved in the Chebská pánev 
Basin and the corresponding terrace levels in the 
Bohemian part of the Smrčiny Mountains and in the 
crystalline Chlumský práh Horst, which is asymmetri-
cally extended in the Mariánské Lázně fault zone, was 
assessed. 

The Eger River terraces originated during the var-
ied morphotectonic and climate-morphogenetic con-
ditions which existed during the late Cenozoic evolu-
tion of the western part of the Bohemian Massif. It is 
a substantial reason for a discussion about the mor-
phostratigraphical correlation of the river terraces in 
the studied area of the Chebská pánev Basin and its 
neighbouring regions with the terrace system along 
the middle and lower course of the Eger River.

1.2 A brief review of earlier papers
The oldest works about the Eger valley were relat-
ed to the Sokolovská pánev Basin, the Slavkovský 
les Mountains and the Doupovské hory Mountains 
(Wilschowitz 1917; Danzer 1922; Peter 1923). The 
Eger River terraces in the Chebská pánev Basin were 
addressed only by Engelmann (1920), who identi-
fied 5 terraces, whose relative surface heights above 
the valley floor reached 5 m, 10 m, 15 m, 20 m and 
30 m. He also correlated the highest terrace flights 
in the Chebská pánev Basin with fluvial gravel in 
the Sokolovská pánev Basin at the relative height of 
50–70 m and with the Eger terrace A in the lower val-
ley of the Bílina River at the relative height of 170 m. 
However, this incorrect interpretation would imply 
that the oldest terrace of Eger would have a distinct 
divergence of 140 m in the upstream direction, which 

Fig. 1 Geographical position of the Eger (Ohře) valley between the Smrčiny Mountains and the Sokolovská pánev Basin.
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is unrealistic. The studied area is also presented in 
Peter (1923), which describes 6 Eger River terraces 
between Kynšperk nad Ohří and Karlovy Vary. J. Peter 
identified the levels at the relative height of 50 m and 
25 m as Quaternary terraces, while those at the rel-
ative height of 125 m, 100 m and 75 m as Pliocene 
terraces and the levels at the relative height of 175 m 
as terraces of Upper Miocene age. Nevertheless, the 
higher terrace levels at the relative height of 75 m to 
175 m presented by Peter (1923) are in fact denuda-
tional plateaux and relics of local planation surfaces. 

Complex geological research of the Chebská pánev 
Basin and parts of the Sokolovská pánev Basin, which 
took place in the second half of the 20th century, pro-
vided further substantial knowledge (Ambrož et al. 
1958; Vrba 1959, 1981; Ambrož 1960; A. Kopecký 
1960, 1966; Mazáč and Pokorný 1961; Kolářová 1965; 
Šantrůček et al. 1969, 1994). Ambrož et al. (1958) 
presented 10 terrace levels in the Chebská pánev 
Basin, whereas A. Kopecký (in Šantrůček et al. 1969) 
reported only 7 terrace levels in the same area, the 
highest one at the relative height of 30–35 m above 
the Eger valley floor. This author also correlated the 
highest terrace level with higher locations above the 
basin (relative height of 65 m) and in the area of for-
mer Chlum nad Ohří (relative height of 85 m). Their 
current position was explained by the young tectonic 
movements.

According to geological maps of the studied area 
(Škvor and Satran et al. 1974; Mlčoch et al. 1993; 
Müller et al. 1998), Eger fluvial sediments are of 
Pleistocene age. The complex studies of the Eger river 
terraces in the Chebská pánev Basin are presented by 
Kvaček (1987, 1989), who defined the localities of flu-
vial gravel-sand more accurately. This provided petro-
graphic and granulometric analysis of the terrace sed-
iments and documented them by several transverse 
profiles. Five terrace levels, the highest one in relative 
height of 17–25 m, were distinguished in this way. 
Their stratigraphical classification was derived from 
the older concepts mentioned above. Older publica-
tions concerning with the terrace system along the 
lower course of the Eger River are cited especially in 
the third chapter. 

2. Methods

Geomorphological analysis of landforms was per-
formed in focus on the palaeogeographical history of 
the studied region. Field works resulted in a detailed 
description of the identified localities with relics of 
fluvial sediments and in a set of graphical documen-
tation. It especially concerns with a construction of 
a geomorphic sketch map, cross profiles and a com-
plex longitudinal profile of the river terraces in the 
Eger valley. Geomorphological research was also sup-
ported by an evaluation of data presented in earlier 
regional papers about the fluvial accumulations.

The acquired data were used for the classification 
of the river terrace levels applying a method based on 
the reconstruction of the terrace levels in the longi-
tudinal and transverse valley profiles. This complex 
method was already used by Q. Záruba in his work on 
the terrace system of the Vltava River (Záruba-Pfef-
fermann 1943; Záruba et al. 1977). The relics of the 
Eger River fluvial accumulations were recorded in the 
longitudinal profile, whose topographic base of the 
river level was measured in November 1949 with an 
average daily discharge of 7.32 m3 s−1 in Citice (Vodo-
hospodářská kancelář ministerstva techniky v Praze 
1950). The reconstruction of the terrace levels in the 
longitudinal profile was based on the methodological 
approach called the equilibrium profile (Krejčí 1939). 
This method of characterising the terrace system 
builds on the assumption that the palaeo-thalweg and 
the surfaces of each major terrace level maintained 
stable gradients that correspond to the longitudinal 
profiles (Balatka et al. 2015). In the presented lon-
gitudinal profile, relics of the original surface (not 
reduced by erosion) and the base of the river terrace 
correspond to the state of equilibrium of the valley 
floor evolution. It means that a stream of certain dis-
charge does not erode nor accumulate, so the only 
process that takes place is a transport of carried mate-
rial. This state may be disturbed – as a consequence of 
tectonic movements, changes in the discharge regime 
and sediment supply – in the direction of net erosion 
or in that of net accumulation.

The regional research was essentially conducted in 
accordance with the current state of the stratigraphi-
cal division of the Quaternary (e.g. Gibbard and Cohen 
2008; Gibbard et al. 2010). Previously used names of 
glacial periods in the Quaternary are presented in this 
work only as a mandatory referential statement on 
the timing of the occurrence of certain fluvial accu-
mulation according to older publications.

The geomorphological record of the Eger valley 
evolution and its river terraces was significantly dis-
turbed by the current character of settlement and by 
an intensive economical exploitation of the area. For 
example, the fluvial relief of the western part of the 
Sokolovská pánev Basin was completely degraded 
by anthropogenic activity. Numerous locations of the 
river terraces were destroyed by brown coal mining. 
Therefore, the fluvial sediments were preserved only 
on the Paleogene sediments and crystalline rocks. 
Waste areas of the river terraces of the Middle Pleis-
tocene age were extracted in the Chebská pánev Basin 
and the Mostecká pánev Basin.

3. Key morphological patterns  
of the Eger valley

The source of the Eger River is situated in the Smrčiny 
Mountains. The river enters Czechia at the river km 263  
(measured from the Eger River mouth to the Elbe 
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River). It reaches the Františkolázeňská kotlina Basin 
near the mouth of the Libský potok Brook in the 
south-western corner of the Chebská pánev Basin 
(50°23′ N, 12°21′ E). Then to the confluence with the 
Elbe, the Eger River follows the significant depression 
of the Krušné hory Fault and the subsequent Dolnoo-
harská tabule Plateau in the tectonically subsided 
zone of the Bohemian Cretaceous Basin at the base 
of České středohoří Mountains. The Eger River occu-
pied the lowest parts of three basins situated at the 
base of the Krušné Hory Mountains, while simultane-
ously epigenetically eroded the neovolcanics in the 
Doupovské hory Mountains and the České středohoří 
Mountains as well as the uprising crystalline plate 
of the Chlumský práh Horst between the Chebská 
pánev Basin and the Sokolovská pánev Basin. Origi-
nally, the Eger River followed the Krušné hory fault 
in its full length, since the confluence with the Elbe 
River was situated in the place of the present-day 
Ústí nad Labem until the Middle Pleistocene (Balatka 
and Sládek 1962, 1976). The length of the Eger Riv-
er currently reaches 302 km with a catchment area  
of 5 614 km2. The confluence with the Elbe River is 
situated near Litoměřice, which is before the Elbe Riv-
er antecedent valley and fault gap, which cuts through 
the neovolcanics of the České středohoří Mountains.

The Eger catchment belongs to the Saxo-Thurin-
gicum, which is a part of the Bohemian Massif built 
mostly by the metamorphosed rocks and Variscan 
granitoids (Chlupáč et al. 2002). It includes metamor-
phosed Paleozoic rocks of the Thuringen-Vogtland, the 

crystalline complex of the Krušné hory Mountains and 
the Eger rift, Tertiary sediments and neoid volcanics 
(Maheľ et al. 1984). In the studied area, the Paleozoic 
rocks of the Thuringen-Vogtland are represented by 
quartz-mica schist, phyllitic mica schist with quartz 
layers, Cheb phyllite of Cambric and Ordovician age 
and biotite granite of Late Paleozoic age (Škvor and 
Satran et al. 1975; Müller et al. 1998). The Eger valley 
and its surrounding area in the Hazlovská pahorkati-
na Hills (west of Františkolázeňská kotlina Basin) are 
built by porphyric biotite granite and biotite horn-
stone. Phyllite and mica schist with layers of Vildšte-
jn Formation protrude between Bříza and Hradiště 
(north-west of Cheb). The bedrock of the Chebská 
pánev Basin sediments is largely built by graywacke 
quartz-mica schists and white mica schists, which 
also surfaced in the Chlumský práh Horst and in the 
part of Eger valley leading to Hlavno.

Two depressions of the Eger Rift were created in 
the studied area, namely Chebská pánev Basin and 
Sokolovská pánev Basin. Chebská pánev Basin is filled 
by lacustrine and fluvial sediment of Eocene and Qua-
ternary age (Fig. 2). Eocene clays, sand and gravel of 
the Starý Sedlec Formation fill the depressions of the 
crystalline complex and granitoids, which were affect-
ed by fossil weathering. The younger Nový Sedlec 
Formation is mostly of Oligocene age. The upper part 
of these layers contains volcanogenic sediments and 
lava bodies of olivine basalts (Ambrož 1958; Václ 
1979). The Sokolov Formation was formed in the 
Lower Miocene. Its middle part contains a brown coal 

Fig. 2 Western side of the Chebská pánev Basin (in a view from the north to the south) with mildly incised Eger valley and upper part of the 
Skalka dam. In the background the Smrčiny Mountains are seen. Photo: Petra Štěpančíková
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seam, which can be several tens of meters thick. The 
thickness of the upper part of the Sokolov Formation 
reaches up to 170 m (Cypris Formation) and it is built 
mostly by bitumen clays and sandstones.

The Chebská pánev Basin is situated on the cross-
ings of the Eger rift and the Cheb-Domažlice graben. 
It consists of the Tertiary sediments, whose thickness 
reaches up to 400 m and it is significantly disrupted 
by many faults of several tectonic systems, such as 
Krušné hory system, Sudety system, Český les sys-
tem and Jizera system (Václ 1979; Dobeš et al. 1986). 
Earthquake epicentres are closely connected to this 
area, which is the most seismically active region of 
the Bohemian Massif (Babuška et al. 2010). The west-
ern boundary between the Chlumský práh Horst and 
Chebská pánev Basin is created by the fault-slope 
of Mariánské Lázně fault zone (Fig. 3). The vertical 
range of the Cenozoic tectonic movements along the 
Mariánské Lázně fault, namely the subsidence of the 
Chebská pánev Basin and the uplift of the Chlumský 
práh Horst, is assumed to be 300–400 m (Malkovský 
1976, 1979). The analysis of the neotectonic evolution 
of the Chebská pánev Basin by Peterek et al. (2011) 
confirmed the significant role of the Upper Pliocene 
and Quaternary tectonic movements.

In the Chebská pánev Basin, the lacustrine and flu-
vial sedimentation of the clay, sand and gravel of the 
Vildštejn Formation took place in the Pliocene and 
the Lower Pleistocene (4.5–1.5 Ma, Špičáková et al. 
2000). According to the paleoflora analysis by Bůžek 
et al. (1985), the prevailing climate of the last lacus-
trine sedimentation shows the transition between the 
warm temperate (mean annual temperature 12–14 °C) 
and cold temperate climatic zone (6–7 °C). A diatreme 
with pipe filling near Podhrad originated in the Upper 
Pliocene. The younger parts of the Komorní hůrka Hill 
(503 m), which is built by the pyroclastic rocks and 
effusion of melilitic olivine nephelinite, are of Pleisto-
cene age (L. Kopecký 1978; Shrbený 1982; Gottsmann 
1999), and are the same age as the fluvial sediments 
involved in this study. The Quaternary age of the 
youngest active phases of the Komorní hůrka Hill was 

confirmed by radiometric dating of its volcanic rocks, 
namely 0.85 ± 0.1 Ma up to 0.26 ± 0.05 Ma (Šibrava 
and Havlíček 1980) and 0.45–0.90 Ma (Wagner  
et al. 1998). 

The Sokolovská pánev Basin has undergone a simi-
lar morphostructural evolution as the Chebská pánev 
Basin, since they used to be connected. In its longitu-
dal direction, the Sokolovská pánev Basin is enclosed 
by the significant fault-slopes of the Krušné hory 
Mountains (Krušné hory Fault) and Slavkovský les 
Mountains (Eger fault), which define the edges of the 
Eger Rift. Separation of these basins was caused by the 
Neogene uplift of the Chlumský práh Horst. Thus, the 
Chebská pánev Basin was occupied by the paleo-lake 
in the Pliocene, while the Sokolovská pánev Basin was 
no longer occupied by it. The surface of the Sokolovská 
pánev Basin is also built by the oldest sediments of 
Staré Sedlo Formation as well as by the neovolca-
nic rocks (L. Kopecký 1978, 1985; Malkovský 1979, 
1980). Conspicuously varied relief of the Sokolovská 
pánev Basin was caused by the numerous tectonic 
outcrops of kaolinically weathered granitoid bedrock. 
In the northern edge of the Slavovský les Mountains 
(between Loket and Doubí), the Eger River created an 
epigenetic and antecedent canyon.

4. Terrace system of the Eger River

One Pliocene terrace of niveau B and 7 terrace levels 
of the Quaternary age (Fig. 4) were discovered by the 
geomorphological analysis of the Eger River valley 
as well as by the evaluation of the previous research 
data and by the reconstruction method, which was 
used to assess the terrace system. The morphostrati-
graphical classification of the river terraces (Tables 
1 and 2, Figures 5 and 6) was based on the parallel 
nature with the terrace system of the middle and 
lower Eger (Balatka and Sládek 1976; Balatka 1993; 
Tyráček 1995; Tyráček et al. 1985, 2004) and also 
on the correlation of the fluvial accumulations in the 
studied area with the Quaternary-geological system  

Fig. 3 Landscape in the south-western part of the Chebská pánev Basin in a view from the Zelená Hora Mountain. Afforested ridges of the 
Slavkovský les Mountains (in the background) are delimited by fault- and denudation slopes along the Mariánské Lázně fault zone.  
Photo: Petra Štěpančíková
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(e.g. Ambrož et al. 1958; Šantrůček et al. 1994; Balat-
ka and Kalvoda 2008; Tyráček and Havlíček 2009; 
Balatka et al. 2010a,b, 2015).

The dependence of the terrace system structure 
on the morphotectonic and lithological conditions of 
the area, through which the river flows, can be clear-
ly observed on the Eger River valley landforms. Since 
the Pliocene, the Eger River valley has been evolv-
ing in various kinds of relief, such as lowland, basin, 
upland, highland or mountain type of relief. 

Neotectonic processes of the studied area took 
place in the Neogene and the Pleistocene, which was 
proven by the tectonic deformation of the Upper Plio-
cene – Lower Pleistocene Vildštejn Formation as well 
as by the structure and flights of the older terrace lev-
els in the Eger River longitudal profile (Fig. 7).

The Eger River flows through the studied area from 
the state border between the mouth of the Hraniční 
potok Brook and the vicinity of Citice in the length of 
60 km (between river km 266 and 206), while cross-
ing three geomorphological areas of the Krušné hory 
sub-province: the Smrčiny Mountains, the Chebská 
pánev Basin and the Sokolovská pánev Basin. The Eger 
River enters the rugged relief of the Smrčiny Moun-
tains between the Hraniční potok Brook and the Libský 
potok Brook in the Hazlovská vrchovina Hills (Balatka 
and Kalvoda 2006; Demek and Mackovčin et al. 2006). 
In this area, the Eger River created a valley with 
a wide floodplain and meandering channel (Fig. 2).  

However, it is presently hidden under the surface of 
the Skalka dam. The narrow erosion valley that was 
created by the Eger River immediately above Cheb is 
ca 85 m deep. On the other hand, the Eger River flows 
through a wide shallow valley with extensive flood 
plain and meandering channel in the Chebská pánev 
Basin between Cheb (river km ca 240) and the mouth 
of the Libava River (river km 216.8). This part of the 
Eger valley is incised 30–40 m into the planation sur-
face of the oldest terrace, into that of the other fluvial 
deposits (Fig. 3) and also into the Vildštejn Formation 
of Pliocene and Lower Pleistocene age. 

Between the mouth of the Libava River and Černý 
Mlýn (river km 209.2), the Eger River cuts into the 
crystalline complex of the Chlumský práh Horst cre-
ating a deep (ca 85–155 m) and asymmetrical valley. 
This epigenetic and antecedent valley intersects the 
morphologically significant zone of the Mariánské 
Lázně fault in the wider vicinity of Kynšperk nad Ohří. 
Near Černý Mlýn, the Eger River reaches the low-
er relief of the Tertiary sediments of the Sokolovská 
pánev Basin, namely the unit of the Svatavská pánev 
Basin. In the studied part of the Eger valley between 
the river km 265 and 148 (compare Figures 1, 4 and 7),  
the relics of Pliocene terrace of niveau B and heter-
ogenous group of the Quaternary terraces were iden-
tified and documented. Their vertical distribution in 
the Eger River valley and morphostratigraphical clas-
sification is elaborated in Tables 1 and 2.

Fig. 4 Geomorphological sketch map of the Eger River terraces between the Smrčiny Mountains and the western part of the Sokolovská 
pánev Basin.
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Fig. 5 Cross sections of the Eger valley and fluvial deposits between river km 254.65 and 231.50 (No. 1–5). Locations see in Fig. 4. 
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Fig. 6 Cross sections of the Eger valley and fluvial deposits between river km 224.80 and 210.20 (No. 6–10). Locations see in Fig. 4. 
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Fig. 7 A longitudinal profile of the Eger River terraces between the Smrčiny Mountains and the Doupovské hory Mountains.

4.1 The Pliocene terrace niveau B
Several small localities of the oldest and the locally 
highest terrace niveau B were identified. Its name and 
stratigraphical classification in the Pliocene corre-
spond with the terrace niveau B in the Mostecká pánev 
Basin at the foot of the Doupovské hory Mountains 
(Balatka and Sládek 1976). The two highest localities 
of the terrace niveau B (in the direction against the 
Eger River flow) are situated near Dolní Hraničná. The 
first one was found on the right valley slope in Dolní 
Hraničná and the second one is 500 m east of the same 
village. The relic of the 2 m high terrace gravel cov-
ers the moderately angled slope at 492–498 m a.s.l.  
(56–61 m above the former Eger River level, Fig. 8). 
Mlčoch et al. (1993) and Müller et al. (1998) classi-
fied these gravel localities to the Günz. The bedrock of 
the fluvial sediments is formed by quartz-mica schists 
and by the sediments of the Vildštejn Formation. 

Another locality of the niveau B was found in 
Chlumský práh Horst, north-east of the road from 
Kynšperk nad Ohří to the Libava River valley. This 
small moderately angled platform consists of 
quartz-mica schist bedrock, which is covered by 
coarse sub-angular gravel and sharp-edged frag-
ments of quartz, quartzite, phthanite and brownstone 
(15–30 cm) with sporadic appearance of well rolled 

boulders. A larger block of quartzite (2.0 × 1.2 × 0.3 m)  
was also found, as well as the crystalline bedrock that 
was uncovered in the 3m deep exposure. This locali-
ty is situated at 495–500 m a.s.l., which corresponds 
with the relative height of 83–88 m above the Eger 
River. The excavation described by Kvaček (1987, 
1989) consist of a 1.5m thick layer of sandy (loess?) 
loam covering a 1.5 m thick layer of clay gravel, which 
was situated on the top of the clay regolith of the 
crystalline complex. The sediments discovered in this 
location are alluvial rather than terrace sediments 
and were probably accumulated by the Libava River. 
Šantrůček et al. (1994) presented these sediments 
as “the fluvial sand gravel of the Upper Pliocene age”, 
while Kvaček (1987, 1989) was of the opinion that the 
same sediments (with a question mark) originated in 
the Donau glacial stage, so that they are of Pleistocene 
age. However, if it really was the oldest Pleistocene ter-
race (I), it would have been uplifted by ca 50 m during 
the Quaternary. According to Šantrůček et al. (1994), 
the small accumulation of gravel located above the 
left slope of the Libava River valley at 480 m a.s.l.  
(relative height of ca 70 m) and an even smaller 
gravel accumulation ca 1 km south-west of Šabina at  
475–480 m a.s.l. (relative height of 70–75 m) are also 
of Upper Pliocene age.
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Therefore, the sediment relics of the oldest terrace 
niveau B were preserved only in the morphostruc-
tural zones of the Smrčiny Mountains and the crys-
talline Chlumský práh Horst offsets, which have been 
uplifted during the Upper Cenozoic. The locations of 
the terrace niveau B in the Smrčiny Mountains with 
their surface at 61 m above the river level are almost 
at the same level as the highest location of the Vildšte-
jn Formation in the surrounding area. The surface of 
the terrace niveau B is ca 10 m higher than the surface 
of the oldest Quaternary terrace (Cheb terrace, I) and 
also ca 10 m higher than the highest planation surface 
of the Vildštejn Formation in the Chebská pánev Basin 
around the Eger River valley. The top of the Pleistocene 
volcano Komorní hůrka Hill is situated slightly higher 
than the surface of the terrace niveau B (503 m a.s.l.,  
Fig. 9). The Chlumský práh Horst is another signifi-
cant area of the terrace niveau B. Besides the already 
described location of the highest level with its surface 
at 88 m above the river level (Fig. 10), many other 
small accumulations of these fluvial sediments were 
preserved here. The surface of these relics is up to 
20 m lower than the highest levels and their body 
consists of a coarse clay gravel with imperfectly rolled 

clasts. The highest situated accumulation of the ter-
race niveau B in the area of the Chlumský práh Horst 
is located ca 25–30 m above the highest levels of the 
terrace niveau B that was formed on the sedimentary 
rocks of the Vildštejn Formation.

4.2 The Quaternary terraces
The Eger River has formed only sporadic and small 
terrace sediments in the Smrčiny Mountains. On 
the other hand, it has created large and continuous-
ly developed terraces in the Chebská pánev Basin. 
In the tectonically uplifted morphostructure of the 
Chlumský práh Horst, the rare relics of the higher 
(and therefore older) terrace levels exhibit a signifi-
cant increase of its relative heights in comparison to 
those of the Chebská pánev Basin. Geomorphological 
analysis of the Eger River valley fluvial landscape, 
using the reconstruction method in the valley profiles, 
along with the previously published data, were used to 
assess the terrace system with these levels (Figures 4, 
7 and Table 1): Terrace I (Cheb), Terrace II (Hradiště), 
Terrace III (Chvoječná), Terrace IV (Jindřichov), Ter-
race V (Nebanice), Terrace VI (Chocovice), Terrace VII 
(Chotíkov) and N (recent flood plain). 

Table 1 Vertical distribution of Neogene fluvial sediments and Quaternary terraces (surface/base in metres above river bed) in the Eger River 
valley, Czechia.

Neogene 
sediments 
and river 
terraces

Chebská 
pánev Basin
Balatka et al. 
(this paper)

Chlumský práh 
Horst Balatka 

et al. 
(this paper)

Doupovské hory 
Mountains

Balatka (1993)

Mostecká pánev 
Basin  

(western part)
Balatka (1993)

Mostecká pánev 
Basin (Žatec area)

Balatka and 
Sládek (1976)

Bílina River 
(Hostomice area) 

Balatka (1995)

Elbe River  
(Ústí  nad Labem area)

Balatka (1995)

A – – 116/110 197/190

B – 88/~83 122/125 –

I 43/~38 61/58 67/63 71/65
I1 124/118
I2 116/107
I3 103/96

I3 79/77 I1 138/128
I2 119/115

II 35/30 48/~45 II1 58/53
II2 50/47

II1 64/58
II2 62/58

II1 96/90
II2 89/84
II3 83/79

II1 72/65 II2 93/77

III 25/19 30/~24 III1 41/–
III2 36/33 III 47/43 III1 70/63

III2 66/59
III1 55/53
III2 43/36

III1 78/58
III2 70/58

IV 21/14 26/~20 IV1 29/24
IV2 22/–

IV1 40/36
IV2 39/34
IV5 20/15

IV1 60/56
IV2 55/51
IV3 51/45
IV4 48/45
IV5 45/41

IV1 27/23
IV2 21/18
IV5 17/10

IV1 51/42

V 13/6 13/6 15/– V1 17/9
V2 14/9

V1 37/30
V2 33/30

V1 (~10/–
V2 5/−2

V1 38/23
V2 33/23

VI 6/~0 7/3 7/0
VI1 12/6
VI2 8/1
VI3 5/1

VI1 26/20
VI2 23/17
VI3 20/15
VI4 17/12

VI1 3/−6 VI1 20/12
VI2 16/11

VII 3.5/−3 ~4/−4 – –
VII1 14/10

VII2 8/2
VII3 6/2

– VII1 8/−4
VII2 4/−14

N
flood plain 1.5/−3 1.5/−4 2/−5 2–3/−4 3/−3
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Fig. 8 Graphical scheme of successive 
incision of the river during the Eger 
valley evolution in the Smrčiny 
Mountains and the Františkolázeňská 
kotlina Basin (the section between 
river km 257–251).

Fig. 9 Graphical scheme of successive incision of the river during the 
Eger valley evolution in the western part of the Chebská pánev Basin 
(river km 245–237). Explanations see in Fig. 8.

Fig. 10 Graphical scheme of successive incision of the river during 
the evolution of Eger valley in the Chlumský práh Horst  
(river km 218.5–209.7). Explanations see in Fig. 8.
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Terrace I (Cheb)
In the Chebská pahorkatina Hills (which is a part of 
the Smrčiny Mountains), a small slightly angled plat-
form west of Hraničná with its surface close to the 
490 m contour line (thus at 49 m above the Eger River 
level) was classified as Terrace I (Fig. 8). This relic of 
the gravel is 2 m thick (Ambrož et al. 1958) and it cov-
ers the sediments of the Vildštejn Formation. Mlčoch 
et al. (1993) classified these sediments to the Günz. In 
the western part of the Chebská pánev Basin, another 
location of Terrace I was found near the railway sta-
tion, on the platform located at 470–472 m a.s.l. (rel-
ative height of 41–42 m), which was also classified to 
the günz by Šantrůček et al. (1994). This terrace level 
also includes 5 m high gravel on the significant plat-
form north-west of Potočiště at 460–463 m a.s.l., thus 
at 40–43 m above the river. Furthermore, two small 
accumulations of gravel are situated at the Terrace 
I level near the Hlínová and Dobříš at 455–459 m a.s.l.,  
whose bedrock consists of the Vildštejn Formation 
sediments.

In the Chlumský práh Horst area, a small dorsal 
location 1 km south-east of Dasnice with its surface at 
469 m a.s.l. is classified as Terrace I. Coarse clay sand 
with sub-angular boulders and fragments of quartz, 

strongly weathered phylites, mica schists and gneiss, 
quartz and ferric sandstone and conglomerate were 
found it the 3 m deep sand pit. Assuming the contin-
uous flight of the Eger River terraces in its equilibri-
um longitudinal profile, this accumulation of gravel is 
located 15–20 m above the Terrace I level. 

Presented locations of Terrace I including the 
alluvial gravel of the same level are situated almost 
at the same altitude as the planation surface of the 
Vildštejn Formation sediments (Upper Pliocene – 
Lower Pleistocene). The accumulation of Terrace 
I sediments probably occurred after the retreat of the 
Pliocene-Lower Pleistocene paleo-lake. Therefore, 
this Cheb Terrace is classified to the Tiglian stage of 
the Pleistocene (Table 2). According to Škvor and 
Satran et al. (1974), these accumulations outside of 
the Chebská pánev Basin (using the then stratigraphi-
cal classification) are of Günz – Donau age. A. Kopecký 
(in Šantrůček et al. 1969) classified the highest ter-
race accumulations east of Cheb to the old Donau – 
oldest Günz. In the Sokolovská pánev Basin, the sand 
gravel accumulations on the left bank of the Eger Riv-
er between Citice and Svatava with their surface at  
455–460 m a.s.l., thus in a slightly lower position 
(ca 5 m) than the accumulation near Dasnice, are 

Table 2 Morphostratigraphy of terrace deposits of the Eger River (the Chebská pánev Basin and neighbouring regions) and their correlation 
with fluvial sediments in the middle and lower located sections of the Eger valley up to the Elbe River confluence area.

European stratigraphical 
stage divisions of the 

Quaternary (Gibbard and 
Cohen 2008; Gibbard et 

al. 2010) 

EGER
Chebská pánev Basin and 

neighbouring regions 
(Balatka and Kalvoda 

2018; Balatka et al., this 
paper)

EGER
Doupovské hory 

Mountains (Balatka, 1993) 
and Mostecká pánev Basin 
(Balatka and Sládek 1976; 

Balatka 1995)

EGER
Mostecká pánev Basin 
(Tyráček 1995, 2001; 
Tyráček et al. 2004; 

Tyráček and Havlíček 2009) 

ELBE 
Ústí nad Labem area 

(Balatka 1995; Balatka and 
Kalvoda 1995; Kalvoda and 

Balatka 1995)

Holocene 
Late Pleistocene 

Weichselian
0.12 Ma

Alluvial deposits
Chotíkov Terrace (VII)

Rock bottom and alluvial 
deposits
VII3–VII1

Thalweg gravel
VII3–VII1

Rock bottom and alluvial 
deposits
VII2–VII1

Middle Pleistocene Saalian 
(Warthe, Drenthe)

0.20 Ma

Chocovice Terrace (VI) VI4–VI1 VI4–VI1 VI2–VI1

Middle Pleistocene Saalian 
(Wacken, Fuhne)

0.38 Ma

Nebanice Terrace (V) V2–V1 V2–V1 V2–V1

Middle Pleistocene 
Elsterian 

Cromerian 
0.78 Ma

Jindřichov Terrace (IV) IV5–IV1 IV5–IV3
IV2–IV1

IV1

Early Pleistocene (Bavelian, 
Menapian, Waalian, 

Eburonian)
1.78 Ma

Chvoječná Terrace (III) III2–III1 III2 – III1
II3

III2–III1

Early Pleistocene Tiglian
2.58 Ma

Hradiště Terrace (II)
Cheb Terrace (I)

II2–II1
I4–I1

II2–II1
I4–I1

II1
I2–I1

Neogene Pliocene
5.30 Ma
Miocene

Niveau B Niveau B

Niveau A
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presented by Škvor and Satran et al. (1974) also as 
Terrace I. Nevertheless, they are currently covered by 
the spoil heaps of the coal mines. 

Terrace II (Hradiště)
The highest location of Terrace II (in the direction 
against the Eger River flow) was discovered on the 
small residual platform at 469–472 m a.s.l. (up to 
relative height of 32 m), which is covered by 1–4 m 
thick sand gravel. According to the borehole data, 
these deposits are situated on the weathered phyllites 
(Rousek 1960). The Terrace II has developed contin-
uously between Cheb – Hradiště and the Odrava Riv-
er valley south-east of Loužek in the Chebská pánev 
Basin. The surface of Terrace II is situated at 463 m 
and its base at 458 m a.s.l. near Hradiště, while the 
surface of this terrace east of Dolní Dvory is at 460 m  
and its base at 455 m a.s.l. and the surface of that 
south of Loužek is at 455 m and its base at 450 m a.s.l. 
South and south-west of Chvoječná, the surface of Ter-
race II is located at 455–460 m a.s.l. The thickness of 
its gravel varies mostly between 2.5–6 m. The terrace 
surface descends slightly to the north and gradually 
blends with the surface of Terrace III. 

Terrace II surface was found at 458–453 m a.s.l. near 
Potočiště. According to Kvaček (1987), these sediments 
belong to the Vildštejn Formation. On the other hand, 
Šantrůček et al. (1994) classified sand gravel found in 
these locations as the older Mindel. The locality near 
Loužek, whose surface is situated at 450–455 m a.s.l.,  
is the last occurrence of Terrace II in the eastern part 
of the Chebská pánev Basin. Alluvial clayey sand gravel 
(2–5 m thick) south of Hartoušov with the surface at 
448–452 m a.s.l. corresponds to the level of the Eger 
Terrace II. The localities of the Hradiště Terrace in 
the Chebská pánev Basin were presented by Kvaček 
(1987) mostly as of Günz age. While according to  
A. Kopecký (in Šantrůček et al. 1969), these locations 
of Terrace II are of Lower Pleistocene age.

Sand gravel 0.5 km north-west of Šabina at  
454–450 m a.s.l. (relative height of 48–44 m), which 
is presented as of Günz age by Šantrůček et al. (1994), 
is assigned to Terrace II in the area of the Chlumský 
práh Horst. Quartz and crystalline gravel (diameter 
of 15–40 cm) 2–3 m in thickness are located on the 
narrow ridge on the right bank of the Eger River. The 
geological map in Šantrůček et al. (1994) also report-
ed that the small relic of Terrace II north of Hlavnov 
at 450 m a.s.l. is of Günz age. In the eastern part of the 
Chlumský práh Horst, these locations of Terrace II are 
situated at 15–20 m higher altitude (Fig. 10) than that 
of the (suspected) flight of the equilibrium longitudi-
nal profile of the Eger River terraces. 

Terrace III (Chvoječná)
Terrace III has been exceptionally preserved in the 
area of the Smrčiny Mountains. The small locality 
at 468 m a.s.l. (relative height of 26 m) containing 
fragments and sub-angular boulders of quartz and 

crystalline complex was identified south-east of the 
Reslava River and the Eger River confluence. The 
small residual platform near Skalka (461 m) is cov-
ered by a 1–2 m thick gravel, which is situated on the 
top of the phyllite eluvium (Rousek, 1960). In the 
Chebská pánev Basin, Terrace III has evolved between 
the northern part of the Hradiště area and the Odrava 
River valley south-east of Loužek (Fig. 9). To the west, 
the surface of the terrace is located at 453 m a.s.l.,  
at 450–452 m a.s.l. near Chvoječná and its base is at 
438–442 m a.s.l. The maximum thickness of the sand 
gravel (11–14 m) represents the recessed furrow of 
the terrace base. The surface of the small and narrow 
locality with a relic of sand gravel near Loužek is situ-
ated at 446–448 m a.s.l.

North of Obilná, the fluvial sediments on the left 
slope of the most downstream part of the Odrava 
River valley were excavated in the sand pit, which 
uncovered 2–3.5 m thick terrace gravel sands and 
sand gravel. These accumulations cover finer-grained 
sand gravel, which contain layers of course sand and 
clay lenses of the Vildštejn Formation. This sand pit 
revealed 5–7 m thick terrace sediments. The highest 
part of the currently abandoned sand pit reaches the 
level of Terrace III (max. 448 m), whereas the pre-
dominant parts belong to Terrace IV (max. 440 m). 
According to Kvaček (1987), the main part of these 
sediments is of Mindel age, while the lower parts 
belong to the Riss.

A few small locations of Terrace III in the form of 
alluvial gravel were recorded on the left bank of the 
Eger River. These accumulations were presumably 
deposited by the tributaries of the Eger River. Approx-
imately 3 m thick gravel sand covers a small residual 
platform at 447.5 m a.s.l. near Tršnice. Šantrůček et 
al. (1994) sets their origin, as well as that of the close 
locations of the gravel sands south-west of Doubí  
(449 m) and between Třebeň and Lesina (450–447 m),  
to the younger Mindel. The same authors consider the 
gravel north-west of Chotíkov to be the alluvial accu-
mulations of Günz age.

In the Chlumský práh Horst (Figures 7 and 10), the 
gravel of the Libocký potok Brook near Horní Pochlov-
ice (max. 453 m) also has an alluvial origin. Clay-
ey quartz, slate, phyllite and gneiss gravel (7–10 cm  
in diameter) were found in the 6m deep sand pit 
south of the previously mentioned location. The 
narrow ridge above the right bank of the Eger River 
north-east of the Kynšperk nad Ohří is covered by 
the 3 m thick gravel of Terrace III with its surface at  
442 m a.s.l. A small locality of the gravel accumula-
tions at 435–440 m a.s.l. near the Černý Mlýn was also 
categorised into this level.

Terrace IV (Jindřichov)
The highest upstream appearance of the Eger 
(Jindřichov) Terrace IV was found south-east of the 
Reslava River mouth. This denudation relic is situat-
ed on the small ridge at 456 m a.s.l. (relative height 
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of 13 m) and it includes dispersed boulders and frag-
ments of the quartz and crystalline complex. A small 
locality of this terrace level (with the erosionaly 
lowered surface at 456 m a.s.l.) was also found on 
the right bank of the Skalka dam 1 km west-north-
west of Skalka. In the Chebská pánev Basin, Terrace 
IV occupies a large area between Jindřichov and the 
northwestern vicinity of Chvoječná. The surface of 
this terrace descends from 445–448 m a.s.l. (max. 
relative height of 40 m) to 440–445 m west of Chvo-
ječná, where its base was located at 430–435 m a.s.l.  
Moderately coarse sand gravel (5–12 cm in diam-
eter) with layers of pea gravel and coarse sand 
was uncovered in the 4–5 m deep sand pit south-
east of Jindřichov. The upper layers of these fluvi-
al sediments were significantly churned by frost  
patterns (palsas). 

The southern part of the location near Obilná at the 
lower valley of the Odrava River (surface max. 440 m), 
which extends to the rock exposure of the mentioned 
sand pit, was also classified as Terrace IV. On the left 
bank of the Eger River, the localities of Terrace IV were 
found north-west of Lesinka (440–442 m), north of 
Nebanice (442 m) and Chotíkov (434 m) and north-
west of Dolní Pochlovice (440 m) above the left bank 
of the Libocký potok Brook. In the eastern part of the 
Chlumský práh Horst, a denudation relic (up to 1 m) 
of small and partly sub-angular gravel near Černý 
Mlýn with its surface at around 430 m a.s.l. belongs 
presumably to Terrace IV as well. In the longitudinal 
profile of the Eger River, Terrace IV does not show any 
significant anomalies in the area of the Chlumský práh 
Horst, although its relics form (probably) two altitude 
levels at up to 431 m and 425 m a.s.l.

Terrace V (Nebanice)
In the area of the Smrčiny Mountains, Terrace V is 
represented by the gravel accumulation on the left 
bank of the Eger River valley above the Reslava River 
mouth. Mlčoch et al. (1993) is of the opinion that this 
accumulation is of Riss age. On the right bank of the 
Eger River ca 0.5 km east of the Reslava River mouth, 
the location of sub-angular boulders and most-
ly quartz fragments at 451 m a.s.l. (relative height 
of 6–8 m) were classified as Terrace V. The same 
applies to the denudation relic of the gravel accumu-
lation on the coastal abrasion cliff of the Skalka dam, 
which was found ca 1 km west-north-west of Podhoří 
(the surface is at 446–447 m a.s.l., the base discov-
ered by boreholes is at 442–444 m). On the abraded 
bank of the Skalka dam, sand gravel (quartz, quartz-
ite, gneiss, basalt) was discovered under the deluvi-
al sediments at ca 3–4 m above the back water level  
(443 m a.s.l.). 

In the Chebská pánev Basin, Terrace V has pre-
served itself on the large area inside the bend of the 
Eger River valley, which is located east and north-
east of Jindřichov. The surface of this terrace is at 
440 m a.s.l. near Jindřichov and at 436–437 m a.s.l. 

north-west of Chvoječná. The base of this 5–8 m thick 
sand gravel was discovered by numerous boreholes 
on the west at 335–330 m a.s.l. Similarly to the sur-
face, the base of this terrace continuously descends 
to the north and develops into lower Terrace VI. The 
moderately coarse sand gravel (5–12 cm in diameter, 
max. 25 cm) mostly of quartz and quartzite was exca-
vated in the former sand pit (4–5 m deep) south-east 
of Jindřichov. The sand gravel was found in the sand 
pit at the north-east edge of Jindřichov. These accumu-
lations are significantly frost-churned on the surface 
and they also contain frost wedges filled with coarser 
gravel (15–20 cm). In addition to the frequent quartz, 
weathered phyllites, gneiss and sporadic granites and 
basalts were also represented. The 80–100 cm thick 
layer of pellodite, leafy jointed silt and clayey sand 
was also found in this profile.

The surface of the narrow Terrace V north and 
north-east of Loužek is situated at 430 m a.s.l., while 
its decreased north-eastern part reaches the level of 
Terrace IV. On the left bank of the Eger River, the large 
gravel-sand plateaux, between the vicinity of Třídvoří 
and Vrbová (surface at 435–433 m), was also identi-
fied as Terrace V. Several currently abandoned sand 
pits, 2.5–4 m in depth, were established in Terrace V 
near the north edge of Nebanice (above the railway). 
These gravel sands were significantly churned by 
cryogenic processes (Ambrož 1958). According to 
the borehole data, the thickness of these terrace sed-
iments varies between 1.7–3.8 m. The geological map 
11-14 Cheb (Šantrůček et al. 1994) classifies most of 
the discovered localities of Terrace V to the young 
Mindel, while some of them to the older Riss. 

Terrace VI (Chocovice)
In the Smrčiny Mountains, Terrace VI (the surface at 
5–7 m above the Eger River level) was rarely identi-
fied. A few accumulations, which do not have the form 
of a terrace, were located by the boreholes under the 
deluvial sediments. These deposits are situated, for 
example, at the river km 258 at 448 m a.s.l. and on 
the right bank of the Skalka dam ca 1.3 km west of the 
village Skalka. Sand gravel, which was located by the 
boreholes in the vicinity of Cheb (for example with 
the surface at 437.5 m and the base at 432.6 m a.s.l., 
Šantrůček et al. 1994) could not be verified due to the 
current built-up area.

In the Chebská pánev Basin, Terrace VI was pre-
served at the northern edge of the large fluvial terrace 
accumulation near Chocovice, thus inside the exten-
sive bow of the Eger River valley. Its surface is located 
at 428–431 m and its base at 426 m a.s.l. An even larg-
er locality of the Chocovice terrace was found north 
of Vokov with its surface at 423–427 m a.s.l. North of 
Nebanice, Terrace VI is represented by the southern 
part of the gravel sand accumulation located above 
the railway. Its surface is situated at 425–426 m a.s.l. 
The surface of the rather extensive Terrace VI local-
ity near Chotíkov (below the railway, 3 m above the 
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flood plain) is at 420–423 m a.s.l. The sand pit (only 
3 m deep) near the eastern edge of the village, was 
founded in the medium coarse to coarse sand grav-
el (5–10 m in diameter), which is built mostly by the 
quartz and quartzite.

In the Chlumský práh Horst, the denudation relics 
of the gravel are located at the level of Terrace VI. The 
surface is at 415–420 m a.s.l. (base at 409–411 m a.s.l.)  
south-west and west of Chlumek. These accumu-
lations are, according to Šantrůček et al. (1994), of 
young Mindel age. Scattered gravel at the higher lev-
el (up to ca 430 m a.s.l.) corresponds to the already 
lowered Terrace VI. Note that the geological map by 
Šantrůček et al. (1994) marks this gravel locality over 
an unreasonably large area and, moreover, at the alti-
tude of 450–433 m. Thus, it should also contain the 
levels of Terrace IV and V.

Terrace VII (Chotíkov)
The occurrences of Terrace VII, with its surface not 
more than 3.5–4 m above the river level, are closely 
connected to the sediments of the valley floor, with 
which this terrace usually shares its base. In numerous 
places, the surface of Terrace VII continuously evolves 
into the surface of the flood plain. The longitudinal 
profile of the Eger River valley demonstrates (Fig. 7) 
that Terrace VII follows the river (and flood plain) only 
in the Chebská pánev Basin, i.e. Terrace VII appears 
below the slope change near Cheb. Its surface is situ-
ated at 431–433 m, while its base is at 425–427 m a.s.l.  
Particularly, this terrace was located near Chocovice 
with its surface at 428 m and its base at 423 m a.s.l., 
near Vlkov and Třídvoří (424 m) and near Nebanice 
and Chrtíkov with its surface at 418–419 m and its base 
at 414 m a.s.l. In the Chlumský práh Horst, the exten-
sive locality of Terrace VII (surface at 415–417 m)  
is situated at the entry of the Eger River to the horst 
near Dolní Pochlovice. The lowered parts of Terrace 
VII surface are locally covered by the relics of the Hol-
ocene flood clay.

Recent flood plain and valley floor
The sedimentary filling of the current valley floor 
of the Eger River is formed by two layers: the lower 
mostly sandy gravel and gravel sands of Upper Pleis-
tocene age and the overburden mostly sandy loam 
and loamy sands of Holocene age. The course of the 
valley floor bedrock is often characterised by a sig-
nificantly uneven slope ratio. The surface of the flood 
plain demonstrates a change of its gradient below 
the Špitálský vrch Hill (between river km 242–241) 
in the north-western part of Cheb, i.e. approximate-
ly at the entrance of the river to the basin. This gra-
dient step of the river, which is being shifted in the 
upstream direction by back erosion, is lithological-
ly conditioned by the more resistant quartzite mica 
shists that form the valley slopes up to the north-east-
ern vicinity of Cheb (river km 238–239). Two fault 
systems with a NW–SE direction, which cut the Eger 

River valley at the river km 241 and 239, were also 
important for the formation of this gradient step  
of the river.

The bedrock of the valley floor sediments does 
not have (according to boreholes) an equilibrium 
longitudinal profile. Locally, significant differences 
in sediment thickness were discovered. Similarly to 
the surface of the flood plain, the gradient step of 
the valley floor bedrock was found below the dam of 
the Skalka Reservoir, i.e. at the entry to the Chebská 
pánev Basin from the crystalline complex of the 
Smrčiny Mountains. Another slight increase of the 
valley floor sediment thickness (about 2 m) appears 
between the river km 233.5–232, i.e. on the lithologi-
cal boundary of the Vildštejn Formation (Upper Plio-
cene – Lower Pleistocene) and the Miocene Sokolov  
Formation.

A significant change of the valley base gradient 
was found in the foreground of the Mariánské Lázně 
Fault (Vrba 1959), where the thickness of the valley 
floor sediments rises up to about 5 m above the adja-
cent sections. The sand gravel of this location covers 
the sediments of the Vildštejn Formation, which fill 
the tectonic depression in the Miocene accumula-
tions of the Cypris Formation. The lowest point of the 
Vildštejn Formation base is situated at 393 m a.s.l., i.e. 
26 m under the flood plain surface. Right before the 
Mariánské Lázně fault, the base of the valley floor sed-
iments creates a distinct elevation, which causes the 
reduced thickness of the sediments (4 m), i.e. it is sit-
uated ca 3 m under the river level. Further below the 
Mariánské Lázně fault, the course of the Eger River 
valley floor returns to the level, which correspond to 
its gradient above the mentioned anomaly. The small-
er thickness of the valley floor sediments (between 
river km 220–211) was found on the most elevated 
part of the Chlumský práh Horst.

In the foreground of the Mariánské Lázně fault, the 
tectonic trench, whose floor lies 26 m under the flood 
plain surface, creates a depression in the overburden 
sediments, which reaches up to 8 m (Vrba 1959). 
Usually, the thickness of these overburden Holocene 
sandy loam and clay sands vary between 1–2 m. The 
underlying sediments are 3–5 m thick (Vrba, 1959) 
and they contain granularly heterogeneous sands 
with quartz boulders (3–8 cm in diameter) and of 
the basal coarse gravel (5–12 cm in diameter, up to 
25 cm). In between the two strands of the Mariánské 
Lázně fault (river km 219.5–217), both Miocene and 
Vildštejn sediments were uplifted up to 450 m a.s.l. 
(relative height of 35 m). Considering that Terrace III 
(the surface at 442 m a.s.l. in the area of the Chlumský 
práh Horst) does not show marks of the tectonic dis-
ruption, it can be stated that the uplift took place in 
the Lower Pleistocene.

The longitudinal profile of the Eger valley floor 
(Fig. 7) is substantially connected to the lithological, 
tectonic and geomorphological conditions of the stud-
ied area. The more distinct anomaly of the gradient 
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occurs in the incised part of the Eger valley in the 
Hazlovská vrchovina Hills (Smrčiny Mountains). Here, 
between river km 266–260, the average gradient of 
the valley floor reaches 3.33‰. In the area of the 
Františkolázeňská kotlina Basin, between river km 
258.6–252.6, the average gradient of the valley floor 
reaches 1.00‰. In the Chebská pahorkatina Hills, 
between the vicinity of Bříza and the north-western 
edge of Cheb (river km ~252.6–240), the average gra-
dient of the Eger valley floor reaches only 0.833‰. It 
is therefore smaller than that of the Františkolázeňská 
kotlina Basin. This low gradient value corresponds 
to the conditions of the significantly meandering 
channel and the wide flood plain, which evolved 
here before the construction of the Skalka Reser-
voir. Between the Reslava River mouth and Skalka, 
the mean gradient of the floodplain axis is 1.571‰, 
while the channel gradient reaches 0.846‰. A mark-
edly increased gradient of 5.00‰ occurs in the ca 
1km long section of the valley under the dam of the 
reservoir and in several weir locations. In the Chebská 
pánev Basin (river km 240–217), the gradient of the 
meandering river level is 19 m to 23 km, which cor-
responds to the mean gradient of 0.826‰. However, 
the average gradient of the valley (flood plain) axis is 
1.58‰. The significant change of the river level gra-
dient (1.418‰) occurs in the area of the Chlumský 
práh Horst (river km 216.8–209.2). Subsequently, 
this gradient decreases in the western part of the 
Sokolovská pánev Basin (river km 209.2–206.6) 
 to 1.05‰.

Morphostructural characteristics of the valley and 
the analysis of the gradient conditions of the Eger Riv-
er level implies, that the increased river level gradient 
in the Hazlovská vrchovina Hills was caused by the 
smaller discharge of the river and also by the more 
resistant rocks of the Smrčiny Mountains massif, 
which are located in the tectonically uplifted area in 
the proximity of the Chebská pánev Basin. The bal-
anced gradient conditions of the Františkolázeňská 
kotlina Basin and of the subsequent section of the 
Chebská pahorkatina Hills correspond to the presence 
of the less erosion resistant rocks. The lithologically 
conditioned section of the increased river level gradi-
ent (ca 5‰ to 1 km) occurs before the entrance to the 
Chebská pánev Basin above Cheb. The balanced gradi-
ent of the Eger river level in the Chebská pánev Basin, 
based on the resistant and homogenous basin sedi-
ments of the Cypris and Vildštejn Formation, is not 
substantially influenced by the river meandering. The 
increase of the river level gradient in the Chlumský 
práh Horst corresponds to the Quaternary uplift of 
the crystalline block between the Chebská pánev 
Basin and Sokolovská pánev Basin at the Mariánské 
Lázně fault. The average gradient of the Eger Riv-
er meandering channel in the Chlumský práh Horst 
(1.418‰) is similar to the gradient of its flood plain 
axis in (1.58‰) and above (1.571‰) the Chebská 
pánev Basin. 

5. Discussion

The correlation of the Eger River terraces between 
the Smrčiny Mountains and the Sokolovská pánev 
Basin and the terrace system of the middle course of 
the Eger River valley is based on the research made in 
the Doupovské hory Mountains (Balatka 1993) and in 
the Mostecká pánev Basin (Balatka and Sládek 1976; 
Tyráček 1995). The evaluation of these findings, 
together with that of the terrace system of the low-
er Eger River course (for example Balatka and Sládek 
1976; Tyráček 1995, 2001; Tyráček et al., 2004), the 
Elbe between Děčín and Hřensko (Balatka and Kalvo-
da 1995; Kalvoda and Balatka 1995) and the central 
part of the Bohemian Massif (Balatka and Kalvoda 
2008, 2010; Balatka et al. 2010a,b, 2015) are used to 
suggest the classification of the Eger River terraces in 
the studied area into the stratigraphical system of the 
Quaternary (Tab. 2).

Because of the significant river channel meander-
ing, only 6 Eger River accumulation terraces have 
evolved in the Chebská pánev Basin (Fig. 7, Balatka 
and Kalvoda 2018). The relative height of their sur-
faces reaches up to 25–30 m, while their thickness is 
mostly 4–6 m, rarely 8–10 m. The surface of the high-
est preserved level (Terrace II) is embedded 10–25 m 
into the platform surface of the Vildštejn Formation, 
which originated in the Lower Pleistocene. Presum-
ably, the stratigraphical classification of the Vildštejn 
Formation corresponds to that of Terrace I in the low-
er course or the Eger River valley. In comparison with 
the terrace system of the Sokolovská pánev Basin, the 
equivalent terraces of the Chebská pánev Basin are 
situated at a significantly lower level, namely there is 
a 25 m difference in the case of Terrace II and a 8 m 
difference in that of Terrace V. This was caused by the 
neotectonic uplift of the asymmetric Chlumský práh 
Horst (Figures 7 and 10).

In the Sokolovská pánev Basin, through which 
the Eger River flows in the length of 55 km includ-
ing the 10 km long fault gap in the granodiorite of 
the Slavkovský les Mountains, the 10 levels of the 
river accumulation terraces were discontinuously 
preserved. The highest terrace levels (up to relative 
height of 101 m) have marks of tectonic deformation. 
The fold deformations of the Tertiary sediments and 
of the overburden terrace sand gravel were found in 
the exposures of the brown coal mines. Their forma-
tion was most likely caused by the Quaternary tecton-
ic movements (e.g. L. Kopecký 1978, 1985). Due to the 
greater uplift of the northern part of the Sokolovská 
pánev Basin along the Krušné hory fault, which 
includes the lacustrine sediments covering the edge of 
the granites of the Slavkovský les Mountains, the Eger 
River channel took a position along the southern edge 
of the basin in the Neogene. Only small relics of the 
terraces have been preserved in the deep epigenetic 
and fault gap valley of the Eger River at 50–58 m and 
40–44 m above the river (Čtyroký 1996). In its middle 
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course, the Eger River flows through the Mostecká 
panev Basin in a 39 km long section, which is char-
acterised by the deeply incised valley (over 400 m) 
cutting the Doupovské hory Mountains. The river 
level gradient has a higher value in this area (2.03‰ 
on average, maximum 6.9‰). Locally, the river also 
erodes the crystalline bedrock of the neovolcanites.

The Doupovské hory Mountains represent a tec-
tonically active volcanic block of the Eger rift, which 
has been gradually uplifted since the Lower Miocene 
up to the present (L. Kopecký 1985). The rate of this 
uplift is estimated at 200–300 m. In the Doupovské 
hory Mountains, the Eger River valley was created 
during the Neogene in the zone of the tectonic bend 
between the lava flows, which descends from the cen-
tre of the volcanic massif in a northward direction and 
the volcanic bodies, which face away from the fault 
slope of the Krušné hory Mountains in a southward 
direction (Balatka 1993). In this part of the Eger Riv-
er valley, the incomplete river terrace system of the 
9 levels shows a significant convergence in the direc-
tion against the river flow (ca 30 m at the highest 
levels). Therefore, the river flows approximately at 
the level of Terrace VI at its entry to the Doupovské 
hory Mountains below Karlovy Vary. The surface rel-
ics of the oldest Quaternary Terrace I are situated at 
71–54 m above the river. However, its lowest situated 
surface (near the mouth of the Bystřice River) was 
found at 106 m above the river.

In the western part of the Mostecká pánev Basin, 
the course of the oldest terraces shows a tectonic 
uplift of ca 15–20 m in the longitudinal profile. The 
highest channel gradient of the Czech section of the 
Eger river valley is connected to the uplifted block 
(horst) of the crystalline complex along the Střezov 
fault. This gradient reaches up to 10‰ (Balat-
ka 1993). The distinctive fold deformations with 
a brachyanticline shape, which affected the Miocene 
clays and coarse sandy gravel, were found in the sed-
iments of Terrace III and IV near the Sřezov fault. 
These deformation structures were created mainly by 
frost and by the extrusion of the underlying clays into 
the terrace sediments during a period of periglacial 
climate in the Pleistocene, although the neotectonic 
movements of the basin bedrock could also play their 
role (L. Kopecký 1978, 1985).

The stratigraphical system of the Eger River ter-
races in the Mostecká pánev Basin was created by 
Tyráček (1995, 2001). Its correlation with the Elbe 
terrace system was made using the terrace system of 
the lower course of the Bílina River (the older levels, 
Balatka 1995) and that of the lower course of the Eger 
River (the younger levels, Balatka and Sládek 1976). 
The richly segmented structure of the terrace system 
in the Mostecká pánev Basin has 24 levels. Such a sys-
tem has not been found in any other Czech river val-
ley. Low-resistant incoherent lacustrine Tertiary sed-
iments of the Severočeská pánev Basin (sands, silts 
and clays) together with the tectonic uplift of this area 

enabled the long-term gradual evolution of the Eger 
River valley. All of the Eger River terrace levels were 
preserved in the Mostecká pánev Basin due to the 
movements and meandering of its channel. These ter-
races are characterised by a relatively low thickness 
(3–7 m, locally around 10 m) and by a small vertical 
difference. In the main accumulation area of the Mos-
tecká pánev Basin, 24 river terraces were identified 
(Balatka and Sládek 1976; Tyráček 1995; Tyráček et 
al. 2004). These terraces were stratigraphically clas-
sified into 7 groups (I–VII), which correspond to the 
main river terraces of the Elbe. In the Mostecká pánev 
Basin, the surface of the oldest terrace level (I1) is sit-
uated at 125 m above the Eger River level. According 
to the paleomagnetic research in the Mostecká pánev 
Basin, the oldest Terrace I group and presumably even 
Terrace II1 and II2 are older than 1.64 Ma (Tyráček et 
al. 2004).

In the Mostecká pánev Basin, the river terraces 
appear in two separate areas: the older levels (group 
I–IV) have evolved on the extensive platforms outside 
the valley cut, while the younger levels (group V–VII), 
mostly smaller-scale meander terraces, are located 
inside the valley cut. In the downriver direction, the 
terrace levels show a distinct divergence (10–40 m)  
in the longitudinal profile. This divergence is more 
prominent in the case of the older terraces. In the 
upstream direction, both of the younger terrace 
groups (VI, VII) were unified with the current valley 
floor, while some of the accumulations of the older 
levels have been joined together as well. Therefore, 
the number of terrace levels decreases to 17 in the 
western part of the Mostecká pánev Basin. In the 
central part of the basin, the terrace groups I–V are 
directed north-east to the current Bílina River val-
ley and the older terraces have distinctively shorter 
course than the younger levels (Balatka and Sládek, 
1976). The last terrace of this paleogeographical peri-
od (V1) has the longest course, which follows the east-
ern margin of the Mostecká pánev Basin and enters 
the České středohoří Mountains. These relics of the 
fluvial sediments (the surface at the relative height of 
37 m) of Middle Pleistocene age have been preserved 
in the abandoned river valley connecting (in the hang-
ing position) the current Eger River valley with that of 
the Bílina River.

The valley meanders of the various evolutional 
stages are typical for the Eger River valley in the Mos-
tecká pánev Basin, such as the entrenched or aban-
doned meanders, which have been formed since the 
Middle Pleistocene to the Holocene. In the western 
part of the Mostecká pánev Basin, the meander evolu-
tion is estimated to have begun at the same period as 
the formation of Terrace V1. This period is character-
ised by intense river meandering, which was caused 
by the backward erosion progressing through the 
neovolcanites in the České středohoří Mountains. The 
impulse to the incision of the originally free meanders 
and to the evolution of the entrenched meanders was 
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given by the relocation of the Eger River channel from 
the eastern margin of the Mostecká pánev Basin to its 
current position in the subsidence area of the Eger 
fault zone, containing the less resistant sediments of 
Upper Cretaceous age, which took place after the sed-
imentation of the sandy gravel of Terrace V1. In the 
eastern part of the Mostecká pánev Basin, the erosion 
processes were slowed-down during the Saal due to 
the relocation of the Eger River into the Dolnooharská 
pánev Basin. Therefore, the surface of the coal beds 
was not substantially denuded.

All of the older Eger River terraces, including the 
level V1, are directed across the Mostecká pánev Basin 
to the north and northeast towards the Bílina River 
valley, which is also occupied by these terraces in its 
45 km long section heading towards the Elbe valley 
in Ústí nad Labem. In the area of the former Eger Riv-
er and the Bílina River confluence, 15 terraces have 
evolved. Their relative height reaches the level of the 
oldest Terrace I1 at ca 95 m, while the terrace groups 
VI and VII are entirely missing (Balatka 1995). All 
7 terrace groups were identified in the lower Bílina 
River valley, i.e. 15 levels. The surface of the highest 
Terrace I1 is situated at 118 m. Only 12 levels of the 
corresponding Elbe terraces have evolved in the vicin-
ity of Ústí nad Labem. The surface of the oldest Ter-
race I1 is situated at 138 m above the river (Tab. 1). 

The morphostructural analysis of the tectonical-
ly disrupted terrain of the western headland of the 
Cretaceous Dolnooharská tabule Plateau, thus in 
the fault zone along the south-eastern margin of the 
Mostecká pánev Basin, proved the existence of the 
relatively young (presumably Middle Pleistocene) 
tectonic movements. This subsidence of the narrow 
rift depression floor contributed to the relocation 
of the Eger River to the east. Due to this relocation, 
which took place during the Middle Pleistocene, only 
terrace groups VI and VII evolved in the lower Eger 
River valley in the Cretaceous Dolnooharská tabule 
Plateau. Their surfaces are situated at 25 m above 
the river level. Balatka and Sládek (1976) proved the 
existence of the tectonically conditioned depression, 
which affected the sediment basis of the Eger River 
valley floor as well as that of the lowest terrace in the 
wider area of the Eger River and Elbe confluence. The 
thickness of its fluvial deposits reaches up to 20 m. 
The base of the Eger River valley floor sediments is 
situated in a hanging position in relation to the previ-
ously mentioned depression. There, the difference in 
altitude reaches more than 10 m.

6. Conclusions

Geomorphological research of the Eger valley 
between the Smrčiny Mountains and the western part 
of the Sokolovská pánev Basin was aimed at the inves-
tigation and morphogenetic evaluation of localities 
with river terraces and further fluvial sediments. The 

whole Eger valley developed during the Neogene in 
morphotectonic depressions of extensive fault zones. 
The Chebská pánev Basin originated at the intersec-
tion of the Eger rift and the Cheb-Domažlice fault zone 
and its river network is incised ca 40 m into plana-
tion surfaces of the sedimentary basin. Sedimentary 
material in the Chebská pánev Basin reached a maxi-
mum thickness up to 400 m and these accumulations, 
including the Vildštejn layers of Pliocene-Pleistocene 
age, are disturbed by numerous faults. Both vol-
canic processes and frequent seismic activity in the 
region are associated with Late Cenozoic tectonic 
movements. 

In the area between the Smrčiny Mountains and 
the Sokolovská pánev Basin the terrace system of 
the Eger River with following levels was identified 
(Table 1): the Pliocene terrace niveau B, the Cheb Ter-
race (I), the Hradiště Terrace (II), the Chvoječná Ter-
race (III), Jindřichov Terrace (IV), Nebanice Terrace 
(V), Chocovice Terrace (VI), Chotíkov Terrace (VII) and 
the recent flood plain (N). Geomorphological analysis 
and reconstruction of terraces flights of the Eger River 
enabled their inclusion in the current stratigraphical 
scheme of the Quaternary. It was determined to be 
a morphostratigraphical system of 7 river terraces of 
Quaternary age (Table 2). Older levels of fluvial sed-
iments, occupying a still higher morphological posi-
tion in the area between the Smrčiny Mountains and 
the Sokolovská pánev Basin, have been classified to 
the Pliocene. 

A comparison of terrace flights in the longitudinal 
profile of the Eger River (Fig. 7) allowed the range 
of the Quaternary tectonic processes in the region to 
be specified. The Quaternary tectonics in the Smrčiny 
Mountains may be proven by the uplifted relics of 
the first terrace (Fig. 8), namely about 10 m in com-
parison with its level in the Chebská pánev Basin 
(Fig. 9). In the Chlumský práh Horst area, the old-
est Pleistocene terraces (I and II), which originated 
during the Tiglian stage, were uplifted approximate-
ly about 15 m (Figures 7 and 10). The Terrace III,  
which is younger than 1.78 Ma, is uplifted about 
2–4 m in this crystalline horst. In the western fore-
land of the Mariánské Lázně fault, an at least 8 m 
deep tectonic depression of the valley bottom sedi-
ments was found. This depression is also incised into 
the Vildštejn Formation.

The ascertained morphostratigraphy of the river 
accumulation terraces of Quaternary age between 
the Smrčiny Mountains and the western part of the 
Sokolovská pánev Basin is also compared to the cur-
rent knowledge about the evolution of the valley and 
river terraces at the middle and lower stream of the 
Eger (Tables 1 and 2), namely in the Doupovské hory 
Mountains and the Mostecká pánev Basin. According 
to the current stratigraphical scheme of the Quaterna-
ry, the Eger River terrace system was formed mostly 
by the Pleistocene during the Tiglian to the Weichse-
lian stages. The proposed morphostratigraphy of 
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Eger terraces River River (Table 2) can be used as 
a basis for their systematic radiometric dating. This 
procedure then allows to complete the chronostra-
tigraphy of the formation of these fluvial landforms 
in the Quaternary.
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