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ABSTRACT
The COVID-19 pandemic had a significant impact on the inhabitants of Mexico City. With over 9 million people living in 16 districts, 
infections and mortality rates varied greatly. In this article, demographic and socio-economic factors were analyzed to determine 
vulnerability and exposure to COVID-19 during the crisis from 27 February 2020 to 10 May 2021. The study revealed that mortal-
ity and infections were distributed differently across the districts of Mexico City. The districts with the most confirmed cases did 
not necessarily have the highest death rates. Many deaths were linked to age and comorbidities, such as hypertension, diabetes, 
and obesity. Poverty, overcrowding, the lack of space, and basic services contributed to vulnerability and exposure to the disease. 
Inequalities in the city’s development over time resulted in varying degrees of vulnerability and exposure to COVID-19, leading to 
different patterns of infections and deaths across the districts. The prevalence of infections in the city´s southwestern districts can 
be attributed to the combination of marginalization, poverty, and inadequate services. Conversely, the northwest areas of the city, 
with a higher concentration of elderly residents, experienced a greater number of fatalities.
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1. Introduction

Since its emergence in early 2020, the pandemic 
resulting from the transmission of the SARS-CoV-2 
virus, which causes COVID-19, has had a profound 
social, economic, and health impact worldwide. It is a 
unique disaster in modern history that has transcend-
ed borders and disrupted societies at various scales, 
from individual, family, national and global levels 
(Lavell and Lavell 2020; Alcántara-Ayala 2021).

The impacts, beyond material damage, translate 
into human and economic losses worldwide, where, 
as of 10 March 2023, around 676,6 million confirmed 
cases and 6,881,955 deaths associated with the dis-
ease were counted (Johns Hopkins University 2023). 
In Mexico, infections and deaths exceed 7,483,444 
and 333,188, respectively. Mexico City had the highest 
percentage of damage within the territory, accounting 
for 27% of positive cases and 15% of deaths of the 
national total (DGE 2021).

As with other types of disasters, those linked to 
COVID-19 highlight the repercussions derived from 
the intense and extensive intervention of human 
activities on nature, often related to incipient and 
ill-informed development that prioritizes unequal 
economic growth over social well-being and environ-
mental care, and which, over time, contributes to the 
generation of risk conditions that have a differentiat-
ed impact on diverse populations (Alcántara-Ayala et 
al. 2021; Oliver-Smith et al. 2016).

The increase in zoonotic infectious diseases in 
humans, such as COVID-19, is due to various envi-
ronmental and social factors (Morse 2004). On the 
one hand, due to climate change, pathogens have 
undergone genetic changes and adaptations that 
result in variations in their dispersal, infection, and 
lethality characteristics (Morens and Fauci 2013; 
Alcántara-Ayala 2021). On the other hand, increasing 
human interventionism in nature, together with the 
increase in mobility on a global scale and the con-
centration of the population in large cities, play an 
important role in the dispersion of pathogens and, 
therefore, in the generation of scenarios of high expo-
sure to different diseases (Lavell and Lavell 2020; 
Alpuche-Aranda 2020).

In such circumstances, human groups face such 
diseases from a situation of inherent susceptibility 
due to the absence of an immunity to new infectious 
forms (Alpuche-Aranda 2020), as well as from a series 
of socioeconomic, political, and cultural characteris-
tics, which are reflected among other things in the 
existence of marginalized social groups or those with 
some degree of poverty, which makes them more vul-
nerable to this type of hazard (Alcántara-Ayala et al. 
2021).

This highlights the importance of approaching the 
COVID-19 disaster from an integral and disaster risk 
perspective, which allows the understanding, beyond 
the characteristics of the virus, of the social dimension 

in the construction of risk and the resulting disas-
ter (Oliver-Smith et al. 2016; Alcántara-Ayala et al. 
2021). 

Mexico City, the capital of the country, is in the 
center of the national territory, between 19°03′ and 
19°36′ north latitude and 98°57′ and 99°22′ west lon-
gitude. It is politically and administratively divided 
into 16 districts with 9,209,944 inhabitants, making it 
Mexico’s second most populated entity (INEGI 2020).

On the other hand, in terms of health, Mexico is 
one of the countries with the largest population over 
20 years of age suffering from obesity (36.1%) and 
overweight (39.1%). According to data collected in 
the National Health and Nutrition Survey, Mexico City 
is home to around one million people with diabetes 
and just over three million with hypertension, repre-
senting 12.7% and 20.2% of the national total, respec-
tively (INEGI and INSP 2018).

Although this area in Mexico had the highest infec-
tion rate among its inhabitants (7,138 infections per 
100,000 people) and the highest mortality rate in 
the country (383 deaths per 100,000 inhabitants), 
the impact of COVID-19 was not evenly distribut-
ed throughout the region (DGE 2021). Therefore, 
it is crucial to study and comprehend the epidem-
ic in Mexico City to identify the underlying reasons 
behind the varying effects of the virus. Accordingly, 
this study aims to analyze the driving factors of disas-
ter risk of COVID-19 in Mexico City, focusing on the 
varying levels of vulnerability and exposure among 
the population.

2. Theoretical framework

2.1 COVID-19, a global disaster: understanding 
disaster risk associated with biological hazards

The study and understanding of disasters have under-
gone several epistemological transformations in 
recent decades. Research increasingly shows a series 
of complex socio-natural relationships articulated in 
the configuration of disasters, refuting the physicalist 
conception that disasters are the product of nature 
(Blaikie et al. 1994; Wisner et al. 2004; Oliver-Smith 
et al. 2016; 2017).

Disasters have become a critical issue in contem-
porary society. A disaster is a severe disruption of the 
functioning of a community or society resulting from 
diverse types of hazards that interact with conditions 
of exposure, vulnerability, and capacity. The after-
math of such an event can lead to a range of losses and 
impacts, including those that are human, material, 
economic, and environmental. The effects of a disas-
ter can be immediate and confined to a specific area, 
or they can be far-reaching and long-lasting, surpass-
ing the ability of a community or society to manage 
the situation with its resources. External resources, 
such as neighboring jurisdictions, national agencies, 
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or international organizations, may be called upon to 
aid (UN General Assembly 2016).

In recent decades, disasters caused by geological, 
geophysical, and hydrometeorological hazards have 
been extensively studied and discussed. However, 
since 2020, the world has witnessed the enormous 
impact of biological hazards. A hazard is any process, 
phenomenon, or human activity that can cause harm 
to human life, health, property, or the environment or 
disrupt social and economic stability. Hazards can be 
natural or human-induced and may occur individual-
ly, combined, or in a cascade, with their classification 
based on specific attributes. Each hazard is character-
ized by location, intensity or magnitude, frequency, 
and probability. Organic sources or biological agents 
can give rise to biological hazards. Such hazards 
encompass pathogenic microorganisms, toxins, other 
bioactive substances, venomous wildlife and insects, 
poisonous plants, and mosquitoes that can carry dis-
ease-causing agents. These hazards are distinguished 
by their infectiousness, toxicity, and other patho-
gen-related qualities (UN General Assembly 2016).

Disasters were once seen as unpredictable events 
caused by nature or fate, but since the 1980s, they 
have been recognized as socially constructed pro-
cesses often linked to misguided development poli-
cies (Blaikie et al. 1994; Lavell and Maskrey 2014). 
Economic growth often takes priority over social and 
environmental considerations, creating diverse con-
ditions of vulnerability and exposure, and thus, disas-
ter risk and ultimately leading to the occurrence of 
disasters (Blaikie et al. 1994; Oliver-Smith et al. 2016; 
Alcántara-Ayala et al. 2021; 2023). The pandemic 
is an example of a disaster arising from underlying 
risk conditions and systemic environmental hazards 
(Lavell et al. 2020; Alcántara-Ayala et al. 2021).

The COVID-19 virus becomes a biological hazard 
for exposed and vulnerable populations, and glob-
al economic structures heavily influence its spread. 
Although it does not cause physical destruction like 
disasters associated with other hazards, for instance, 
earthquakes or floods, the pandemic has significant-
ly impacted the world, leading it to be classified as a 
global disaster. Its effects have disrupted societies and 
caused negative consequences in various domains, 
including social, economic, cultural, political, and 
institutional. This is mainly due to the challenges of 
the virus’s high susceptibility and rapid spread, com-
bined with pre-existing societal vulnerabilities and 
exposure conditions. The global economy played a 
significant role in shaping exposure to COVID-19, 
mainly through economic integration and social 
inequalities. Factors such as international travel, dis-
placement, and urbanization increased the risk of 
exposure (Lavell et al. 2020; Alcántara-Ayala 2021; 
Alcántara-Ayala et al. 2021).

The expansion of urban areas, including suburban-
ization, post-suburbanization, and peri-urbanization, 
can have negative consequences on public health by 

increasing the transmission of infectious diseases. 
Factors such as demographic changes, infrastructure, 
and governance play a significant role in determining 
the susceptibility of peri-urban and suburban regions 
to such diseases. The socio-ecological changes that 
occur on the outskirts of cities may further exacer-
bate the risk of infection. As urbanization continues 
to extend, the conditions for the spread of infectious 
diseases are amplified (Connolly et al. 2021).

The COVID-19 pandemic has profoundly impacted 
countries worldwide, resulting in widespread illness, 
loss of life, and societal upheaval. The pandemic has 
overwhelmed healthcare systems and exposed global 
public health infrastructure fragilities (Jovanović et al. 
2020). Like other disasters, its humanitarian impact 
has affected millions directly or indirectly. The pan-
demic has also triggered economic downturns, job 
losses, and business disruptions on a global scale, 
further exacerbating existing inequalities (Maital and 
Barzani 2020). Measures such as lockdowns, social 
distancing, and quarantine protocols disrupted daily 
life, with significant consequences for mental health, 
education, and social well-being (Nurunnabi et al. 
2020). These effects are typical of disasters, often 
resulting in social dislocation and community-level 
impacts. As with disasters triggered by geo-hazards 
or climate-related hazards, the COVID-19 pandemic 
will have long-term consequences beyond the imme-
diate crisis, necessitating ongoing efforts to recov-
er and rebuild (Fakhruddin et al. 2020). The global 
response to the pandemic has required collaboration 
between governments, international organizations, 
and non-governmental entities, reflecting the charac-
teristics of disaster response (Pawar 2020).

A growing body of literature has examined diverse 
spheres of the COVID-19 pandemic from a disaster 
risk perspective. The pandemic was recognized as 
a disaster in several countries from the early stages 
of its outbreak. In Indonesia, for example, the signif-
icance of disaster risk communication emerged as a 
major concern due to the exacerbation of communi-
cation breakdowns, which impeded both government 
and public efforts to curb the spread of the virus 
(Rudianto and Hendra 2021).

Mostafanezhad (2020) affirms that the pandem-
ic reframed as a disaster creates new debates at the 
intersection of tourism geographies and political ecol-
ogies of hope, which can provide a better understand-
ing of the impact of the pandemic on society and the 
environment. Cvetković et al. (2020) conducted an 
online survey in Serbia to assess citizens’ readiness 
for the COVID-19 disaster. Their study revealed dif-
ferences in risk perception, suggesting the need for 
targeted strategies to improve decision-making and 
preparedness.

As disaster management systems continue to 
evolve, they now encompass human-induced hazards 
and emerging crises associated with biological haz-
ards like epidemics and pandemics. Kim and Ashihara 
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(2020) pointed out that individuals look to their gov-
ernments for guidance and assistance during times 
of crisis. Therefore, the recent outbreak of COVID-19 
in South Korea underscored the need for a more pro-
active and organized national approach to disaster 
management.

A full discussion of analyzing the COVID-19 pan-
demic as a disaster lies beyond the scope of this 
study. However, it is important to acknowledge its 
profound impact on a global scale and the uncertain-
ty surrounding the direction of disaster risk reduc-
tion policymaking at both the national and local 
levels. This involves understanding the vulnerability 
and exposure of individuals to biological hazards and 
implementing measures to reduce disaster risk and 
improve disaster risk governance.

Consequently, to understand the pattern of damage 
resulting from the pandemic in Mexico City, it is nec-
essary to analyze it from the paradigm of the social 
construction of risk in order to identify the disaster 
risk drivers that are linked to the vulnerability and 
exposure of the city’s population (Oliver-Smith et 
al. 2016; Alcántara-Ayala et al. 2021). Against this 
background, disaster risk refers to the possibility of 
adverse impacts in economic, social, environmental, 
material, or human losses triggered by one or more 
hazards under specific conditions of vulnerability and 
exposure in communities, livelihoods, and environ-
mental systems (UN General Assembly 2016).

COVID-19 is a socio-biological hazard since it is a 
natural element – the SARS-coV-2 virus (of zoonotic 
origin) – whose transmission derives from human 
interventionism in natural spaces, which responds to 
current economic processes (Morens and Fauci 2013; 
Karesh et al. 2004; Alcántara-Ayala 2021; Li et al. 
2020). In addition, this virus is positioned as a hazard 
as conditions of exposure and vulnerability favor the 
spread of this virus in society (Alcántara-Ayala 2021; 
Lavell et al. 2020).

According to Oliver-Smith et al. (2016), exposure 
plays a crucial role in determining the level of risk. 
Exposure refers to the physical presence of people, 
infrastructure, housing, production capacities, and 
other human assets in areas susceptible to hazards, 
as defined by the UN General Assembly (2016).

Transmission of COVID-19 occurs from person 
to person or through direct contact with a surface 
on which the virus is present and subsequent con-
tact with the mucous membranes of the face (Li et 
al. 2020; Lavell and Lavell 2020). In general terms, 
human exposure to the virus is directly linked to 
the global economic structure, which conditions the 
mobility patterns of individuals, the integration of 
societies in densely populated cities, and the organi-
zation of territory and urban space (Lavell et al. 2020; 
Alcántara-Ayala et al. 2021).

The COVID-19 pandemic posed significant chal-
lenges for informal and poor residential settlements 
in the Global South, including Mexico City. These 

communities face a shortage of essential resources, 
including water, sanitation facilities, secure hous-
ing, and waste management systems, making them 
ill-equipped to deal with the crisis. Additionally, the 
dense population, lack of space, and prevalence of vio-
lence make it difficult for residents to practice phys-
ical distancing or self-isolation, exacerbating the risk 
of COVID-19 transmission (Corburn et al. 2020).

Various situations, ranging from utilizing mass 
public transportation in urban regions to residing in 
densely populated areas or overcrowded living quar-
ters, can heighten an individual’s exposure to biologi-
cal hazards, such as COVID-19. Moreover, specific pro-
fessions, such as informal labor or occupations that 
necessitate direct interaction with others, can also 
increase the likelihood of contracting diseases (Lavell 
et al. 2020; Alcántara-Ayala et al. 2021).

In the context of the pandemic, all of humanity 
is vulnerable to the virus – since, until vaccination, 
the necessary antibodies to combat it were unavail-
able (Alpuche-Aranda 2020). However, the form and 
degree of susceptibility of individuals are marked by 
intrinsic or endogenous factors, such as genetics, age 
or the existence of or susceptibility to chronic degen-
erative diseases and can be enhanced by conditions of 
poverty or malnutrition that are linked to processes 
of inequality, corruption and lack of access to basic 
education and health services (Lavell and Lavell 2020; 
Alcántara-Ayala 2021; Alcántara-Ayala et al. 2021). 

In other words, once an individual is exposed to 
the virus and therefore infected, the harm they pres-
ent – in terms of health and/or livelihoods – will be 
directly related to intrinsic susceptibility and vulner-
ability (Lavell and Lavell 2020).

Among the population considered most suscep-
tible to acute symptomatology or death worldwide 
are adults over 60 years of age and/or with pre-ex-
isting chronic degenerative or autoimmune diseas-
es, such as hypertension, diabetes, asthma, chronic 
obstructive pulmonary disease (COPD) or cardiovas-
cular problems and obesity (Porcel-Gálvez et al. 2020; 
Luna-Nemecio 2020; Martínez-Martínez et al. 2020; 
Villerías and Juárez 2020). This results in higher lev-
els of vulnerability in those countries or cities where 
the population is older than in societies with younger 
populations, even with the same degree of hazard and 
exposure (Lavell et al. 2020).

Studies have revealed a connection between the 
density of urban areas and the number of COVID-19 
cases in Latin America. Urban areas have reported 
more cases and deaths compared to their rural coun-
terparts. The reasons for this include factors such as 
cramped living conditions, poor sanitation, high pop-
ulation density, and inadequate public services. These 
factors increase the risk of getting infected and devel-
oping complications from the disease (Luna-Nemecio 
2020; Ortega et al. 2020).

Different individuals and societies may not be 
affected similarly when exposed to a hazard. This is 
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because their susceptibility or vulnerability to the 
hazard will play a significant role. In this context, vul-
nerability arises from various dynamic processes and 
underlying causes (Oliver-Smith et al. 2016). Such 
underlying causes often result from physical, social, 
economic, and environmental factors or processes, 
which increase the vulnerability of an individual, 
community, assets, or systems to the effects of haz-
ards (UN General Assembly 2016).

The susceptibility of a population to a virus like 
SARS-CoV-2 is not solely determined by intrinsic 
factors such as age and gender. Socio-economic fac-
tors, such as access to healthcare and public services, 
insecure employment, inadequate housing leading to 
overcrowding, and marginalization and discrimina-
tion of specific social groups, also play a crucial role. 
Therefore, the degree of exposure varies according to 
each population’s mobility structures, territorial orga-
nization, and cultural practices, resulting in different 
impacts on infections and deaths across countries or 
regions (Lavell et al. 2020).

The Latin American region is facing high vulnera-
bility due to marginalization, poverty, social inequali-
ty, labor informality, and weak health systems, which 

have caused various social groups to be vulnerable 
to COVID-19 disease. ECLAC (2020) reports that 
the most vulnerable groups include indigenous and 
Afro-descendant populations, with limited access to 
social protection and communication and labor mar-
ket difficulties. In Mexico, COVID-19 has affected the 
indigenous population with a higher lethality rate 
(18.8%) compared to the general population (11%), 
which could be attributed to delayed prevention mea-
sures and a lack of culturally and linguistically appro-
priate information on COVID-19 (Cortéz-Gómez et al. 
2020).

3. Mexico City in the Context  
of the COVID-19 Pandemic

3.1 Mexico City’s socio-demographic characteristics: 
Shaping vulnerability and exposure

Internally, the socioeconomic and demographic char-
acteristics of Mexico City (Fig. 1) maintain a hetero-
geneous distribution in space based on a center-pe-
riphery model in which there are clear differences 

Fig. 1 Location of Mexico City and its districts.
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between the central and northern districts and those 
in the south.

In the first group, the districts of Benito Juárez, 
Miguel Hidalgo, Azcapotzalco, Coyoacán, Álvaro 
Obregón, Venustiano Carranza, and Cuauhtémoc have 
the highest population density in the city (more than 
8,000 inhabitants/km²), the highest percentages of 
the population over 60 years of age (between 17% and 
20.3%), the highest median ages (between 36 and 39 
years) as well as the highest levels of schooling (more 
than ten years of formal education). In contrast, these 
districts had the lowest percentages in terms of illiter-
acy, poverty, overcrowding, lack of quality of housing 
spaces and services, lack of health services, and lack 
of basic housing services in this region (INEGI 2020; 
CONAPO 2020; CONEVAL 2020).

They are also the districts with the lowest percent-
age of indigenous population (less than 1.15%, except 
for Coyoacán with 1.29%) and, at the same time, the 
highest concentration of Afro-descendant population 
(between 2% and 2.8%, except for Coyoacán with 
1.8%) (INEGI 2020). In other words, in the central 
and north-central districts, there is a high population 

density associated with inhabitants over 37 years of 
age, with significant percentages of older adults, high 
levels of schooling, adequate access to services and 
quality of housing spaces, and health services. 

Despite their location, Iztapalapa, Iztacalco, and 
Gustavo A. Madero do not share the same particular-
ities as the rest of the central-northern districts; on 
the contrary, the former, despite having a high pop-
ulation density (16,219 inhabitants/km²), also pres-
ents high levels of poverty (43.8%), marginalization 
(59.5%), and lack of health services (31.8%), and, in 
contrast, low levels of schooling (10.4 years of formal 
education) and a percentage of the population over 
60 years of age (14.2%) (INEGI 2020; CONAPO 2020; 
CONEVAL 2020) (Tab. 1).

In the case of Iztacalco and Gustavo A. Madero, the 
population density is high (17,522 inhabitants/km2 
and 13,347 inhabitants/km²), as is the level of school-
ing (11.5 and 11.1 years of formal education), and the 
degree of marginalization (60.4% and 60.1%). How-
ever, they present intermediate levels in the percent-
age of the population aged 60 and over (17.5% and 
17.3%, respectively), illiteracy (1.16% and 1.53%, 

Tab. 1 Demographic and socioeconomic characteristics by district.
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Population density (PD), Average age (AA), Population over 60 years of age (P. >60 years), Indigenous population (IP), Afro-descendant population 
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respectively), overcrowding (13.5% and 16.4%), pov-
erty (25% and 33%) and lack of quality of services 
and housing spaces (3.4%) (INEGI 2020; CONAPO 
2020; CONEVAL 2020) (Tab. 1).

The dissimilarities among these districts can be 
attributed to unique geo-historical formation pro-
cesses distinct from those observed in neighboring 
districts. 

The southern districts, on the other hand, corre-
sponding to Milpa Alta, Tláhuac, La Magdalena Contre-
ras, Cuajimalpa, and Xochimilco, have the lowest pop-
ulation densities (less than 4,570 inhabitants/km²), 
average ages between 30 and 34, and the lowest per-
centages of the population aged 60 and over (between 
15.3% and 10.7%) (INEGI 2020). Furthermore, this 
region has the lowest levels of schooling (between 10 
and 10.8 years of formal education received), apart 
from Cuajimalpa and Tlalpan (with 11.4 and 11.5 
years of education, respectively) (Tab. 1). 

In contrast, poverty (between 32.4% and 54.7%), 
illiteracy (between 1.5% and 2.8%), overcrowding 
(ranging from 17.85% to 25.9%), lack of quality of 
housing spaces and services (between 6.3% and 
11.6%), lack of health services (between 21.9% and 
34.6%) and lack of basic housing services (between 
3.1% and 23.3%) have the highest levels in the city. 
At the same time, the south of the city has the highest 
percentage of the indigenous population, especial-
ly in the districts of Milpa Alta (with 20.32% of the 
state total), Tláhuac (with 14.63%), and Xochimilco 
(with 12.40%) (Tab. 1) (INEGI 2020). Thus, the pop-
ulation of these districts is characterized by a primar-
ily young population (between 30 and 34 years old), 
with low levels of schooling and high percentages of 
problems associated with the quality of housing and 
the distribution of spaces, including a high level of 
overcrowding.

3.2 The impacts of COVID-19 in Mexico City

The first active case of COVID-19 was confirmed in 
Mexico City on 27 February 2020 (Suárez et al. 2020). 

Since then, two waves of the virus have affected the 
population, significantly increasing infections and 
fatalities (Fig. 2). The first wave occurred between 
April and August 2020, at the start of the health crisis. 
The second wave, which saw the highest incidence of 
cases in January, occurred between November 2020 
and May 2021, with up to 250 deaths per day (DGE 
2021). These are the findings of a study conducted 
until May 10 2021.

For the dates mentioned, the damage in terms 
of infections and deaths amounted to 648,479 and 
33,027, respectively, representing 27% and 15% of 
the national total. The districts with the highest rates 
of confirmed cases were Álvaro Obregón, Tlalpan, 
and Tláhuac, with 11,000, 9,323, and 8,804 cases per 
100,000 inhabitants, while the lowest rates were in 
Benito Juárez (5,198), Miguel Hidalgo (5,672) and 
Iztapalapa (5,743) (DGE 2021), as shown in Fig. 3.

On the other hand, the highest death rates were in 
Azcapotzalco, Iztacalco, and Gustavo A. Madero, with 
565, 561, and 469, respectively, in contrast to Milpa 
Alta, Cuajimalpa, and Tláhuac, which have rates of 
less than 250 deaths per 100,000 inhabitants (Fig. 3) 
(DGE 2021).

Demographic and socio-economic characteris-
tics constitute some factors that induce the vulner-
ability and exposure of Mexico City’s population to 
COVID-19.

4. Methodology

The study period covers sixty-three weeks, from the 
beginning of the pandemic in Mexico – 27 February 
2020 – until 10 May 2021, the estimated date of the 
end of the second wave. In the time after this peri-
od, there was a drastic decrease in the lethality of 
the virus in the population of the capital (DGE 2021), 
which could be explained by the effects of the Nation-
al Vaccination Campaign COVID-19 that began at the 
end of December 2020 and was applied in the first 
instance to health personnel and older adults (Secre-
taría de Salud 2020).

The methodological route was based on the search 
for and processing of information on the impacts in 
terms of health and mortality at the district level in 
Mexico City, considering the data issued from the 
official website of the Ministry of Health, from the 
National Council of Humanities, Sciences and Technol-
ogies CONAHCyT (DGE 2021). With regard to mortal-
ity, the portal’s statistical record provides a detailed 
breakdown that correlates the percentage of patients 
with different comorbidities to COVID-19-related 
deaths. Furthermore, it also highlights the age range 
of those who have been infected, which can aid in the 
analysis of the correlation between these factors and 
COVID-19 fatalities. 

At the same time, a bibliographic analysis was 
carried out to determine those elements linked to 

Fig. 2 Total number of infections and deaths in Mexico City from 
March 2020 to May 2021.
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greater vulnerability and exposure of the population to 
COVID-19, which acted as disaster risk drivers (Fig. 4).

Thus, seventeen demographic and socio-econom-
ic indicators were determined and obtained through 
the pages of the Population and Housing Census of 
the National Institute of Statistics and Geography 
(INEGI 2020), the marginalization indices by district 
generated by the National Population Council (CONA-
PO 2020), as well as the poverty indicators for each 
district of the National Council for the Evaluation of 
Social Development Policy (CONEVAL 2020) (Tab. 2). 

The demographic dimension variables are mainly 
related to the characteristics of the population, such 
as age or the presence of certain comorbidities. The 
socio-economic indicators, urban marginalization and 
poverty indices were considered in the first instance, 
as both express some of the fundamental deprivations 
of the population numerically. 

In addition, some indicators associated with the 
social dimensions that make up both variables were 
analyzed to determine their direct influence on the 
construction of vulnerability and exposure of the pop-
ulation. Finally, other indicators linked to the presence 
of indigenous or Afro-descendant groups, the level of 
education, and the economically active population by 
sector of occupation were included.

4.1 Statistical analysis

Using R Studio software version 4.2.1, 34 statistical 
tests of Pearson’s Correlation Coefficient (r) were 
carried out between pairs of continuous variables, 
which made it possible to establish in numerical form 
the linear relationship and intensity between the 
two (Vargas 1995). For this paper, the infections and 
deaths per 100,000 inhabitants at the district level in 

Fig. 3 Infection and death rates by districts, Mexico City (Source: Own elaboration with data from DGE 2021; INEGI 2020; CONAPO 2020; 
CONEVAL 2020).
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Fig. 4 Scheme of the procedure from literature search to correlation analysis. 
INEGI: National Institute of Statistics and Geography. CONAPO: National Population Council. CONEVAL: National Council for Evaluation  
of Social Development Policy. CONACHyT: National Council of Humanities, Sciences, and Technologies.

Mexico City were considered dependent variables. In 
contrast, demographic and socio-economic indicators 
were considered as independent variables. 

The conventional confidence level of α = 0.05 was 
used for the statistical tests, i.e., with a probability 
of error of less than 5%. The values obtained reflect 
the magnitude and direction of the correlation and 
can range from −1 to +1, where positive results refer 
to directly proportional linear correlations and vice 
versa. For Social Sciences, a magnitude greater than 
±0.30 is considered high. 

Additionally, Pearson’s Coefficient of Determi-
nation (r²) was calculated with significant tests to 
determine the strength of association between the 
variables. This made it possible to establish, as a pro-
portion, the variation of the dependent element that 
its association with the independent variable explains.

Upon obtaining the results of the correlations, the 
interpretation was made to identify the factors driv-
ing disaster risk. These factors are manifested in spe-
cific socio-economic and demographic characteristics 
that give rise to conditions of vulnerability and expo-
sure among the population.

5. Results

The data collected from the official website of the Gen-
eral Directorate of Epidemiology (DGE 2021) showed 
a differentiated distribution regarding mortality and 
infections in the different districts that constitute 

Mexico City. The districts with the highest rates of 
confirmed cases did not reflect a similar trend in the 
pattern of deaths in the entity. 

In terms of mortality, the data obtained from 
the interpretation of the statistics provided on the 
CONACHyT portal revealed that a high percentage of 
deaths were linked to the presence of comorbidities 
in the population, including hypertension (39.7%), 
diabetes (33.2%), and obesity (20%). 

The findings of the study are showcased using 
scatter graphs (Fig. 5) that adeptly depict the rela-
tionships between pairs of variables that had a con-
siderable correlation with the number of deaths or 
infections. Furthermore, a radial graph (Fig. 6) facil-
itates a comparison of the strength of relationships 
between the variables. The scatter graphs reveal 
the direct or inverse linear relationships that exist 
between the independent variables (demographic 
and socioeconomic indicators) and the dependent 
variables (the disease’s behavior in terms of deaths 
and infections).

The radial graph shows the 17 indicators that were 
selected for the study and the extent to which they 
are associated with deaths and infections. The data 
presented in the figure highlights the correlation 
between infections in Mexico City and socioeconom-
ic variables and the association between deaths and 
demographic variables of the population.

The results of the study indicate a significant cor-
relation between the age variable and the progres-
sion of the disease (Fig. 5). It was observed that the 
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Tab. 2 Demographic and socio-economic indicators used in the analysis.

Dimension Indicator Definition Source

Demographic

Mean age The mean age of the population per district. INEGI 2020

Population over 60 years 
of age

Percentage of population over 60 years of age by district. INEGI 2020

Socioeconomic

Indigenous population
Percentage of the population aged five years and over who speak  
an indigenous language.

INEGI 2020

Afro-descendant population Percentage of the population that considers itself Afro-descendant. INEGI 2020

School grade level
Number of years that, on average, persons aged 15 and over passed  
in the National Education System.

INEGI 2020

Illiteracy Percentage of persons aged 15 and over who cannot read and write. CONAPO 2020

Poverty

Percentage of the population living in poverty, i.e., when exercising at least 
one of their rights for social development is not guaranteed, and their 
income is insufficient to acquire the goods and services they require to 
satisfy their needs.

CONEVAL 2020

Marginalization

Marginalization Index. A summary measure identifies the level of 
deprivation in a population due to lack of access to education, basic 
services, quality housing, and insufficient income. In this index, a larger 
number shows a lower degree of marginalization. That is, a larger number 
implies a smaller lack of the factors that make up the index.

CONAPO 2020

Lack of space and quality  
in housing

Percentage of population living in dwellings with at least one of the 
following characteristics:
– material of earthen floors,
– roofs of sheeting, cardboard, or waste,
– material of mud, bark, reed, bamboo or palm, cardboard, metal, or 

asbestos sheeting,
– having greater than 2.5.

CONEVAL 2020

Overcrowding
The average number of inhabitants per room in the home. It is considered 
an index of overcrowding by the National Institute of Geography and 
Statistics.

INEGI 2020

Lack of basic housing  
services

The percentage of the population living in dwellings with the following 
characteristics:
– The water is obtained from a well, river, lake, stream, pipe, or piped water 

by carrying it from another dwelling or the public tap or hydrant.
– They do not have sewerage service or the drainage is connected to a pipe 

that leads to a river, lake, sea, ravine, or crevice.
– No electricity is available.
– The fuel used for cooking or heating food is wood or charcoal without  

a chimney.

CONEVAL 2020

Economically Active 
Population

Percentage of economically active population by district. INEGI 2020

Percentage of the population 
employed in the primary 
sector

Percentage of persons engaged in economic activities in agriculture,  
animal husbandry, forestry, beekeeping, aquaculture, logging, hunting,  
and fishing.

INEGI 2017

Percentage of the population 
employed in the secondary 
sector

Percentage of persons engaged in economic activities in mining, oil and gas 
extraction, manufacturing, electricity generation and distribution, water 
distribution, and construction.

INEGI 2017

Percentage of the population 
employed in trade

The proportion of persons engaged in economic activities in 
communications, transport, finance, tourism, hotels and catering, leisure, 
culture, entertainment, public administration, and so-called public  
services.

INEGI 2017

Percentage of the population 
employed in services

INEGI 2017

Lack of access to basic health 
services

The percentage of the population without affiliation or entitlement  
to medical services from any institution providing medical services, 
including Seguro Popular, public social security institutions (IMSS, federal  
or state ISSSTE, PEMEX, Army or Navy), or private medical services.

CONEVAL 2020
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number of deaths increased considerably with the 
number of years of life of the individuals, as reported 
by DGE (2021).

Along this vein, the results showed that the aver-
age age of the population and the percentage of adults 
over 60 years of age maintained a positive association 
with the death rate at the district level with 0.35 and 
0.40, respectively; in other words, as the average age 
and the presence of older adults in the population 
increased, the number of deaths per 100,000 inhab-
itants increased by 35% and 40%.

In contrast, as shown in Fig. 6, there is no apparent 
linear relationship between deaths and the presence 
of indigenous or Afro-descendant populations, nor 
with socio-economic aspects such as marginalization, 

poverty or educational level, the sector of econom-
ic activity of the employed population, or access to 
health and housing services.

On the other hand, of the seventeen Pearson Cor-
relation tests performed to understand the spatial 
distribution of infections in Mexico City, only seven 
were significant (Fig. 5). The highest coefficient of 
determination was obtained when analyzing the pov-
erty data, as this variable explains 36% of the positive 
cases in the entity. The marginalization index indi-
cates that areas with the highest index are the least 
marginal. Therefore, the greater the depth of inequal-
ity, the higher the rate of infection.

Thus, both the marginalization index and the vari-
ables that explained the lack of space and quality in 

Fig. 5 Scatter plots of the variables that show significant correlations with deaths and infections.
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housing, overcrowding in the home, and the absence 
of basic services proved to be decisive factors in the 
construction of vulnerability and exposure of the pop-
ulation, with values ranging from 26% to 28% of the 
association. The lack of basic services, proper housing, 
and economic resources can explain 26% to 36% of 
COVID-19 cases in Mexico City. This is because these 
factors influence the spread of the virus and the effec-
tiveness of hygiene measures to prevent infection.

Likewise, the level of education and the percent-
age of illiteracy by demarcation showed significant 
relationships with the number of infections (Fig. 5). 
According to the results obtained, the average num-
ber of years of schooling is inversely proportional to 
the infection rate per district; in other words, the low-
er the level of schooling in the population, the higher 
the number of positive cases by 26%. Similarly, as the 
percentage of the illiterate population increased, so 
did the number of confirmed cases at the district level.

The findings indicate a correlation between the 
education levels of a population and the range of 
occupations available. Typically, individuals with 
lower levels of education may pursue professions that 
require significant human interaction and are suscep-
tible to job loss (industrial or commercial positions), 
resulting in greater exposure to potential risk factors.

Populations with a high proportion of illiterate 
individuals encounter notable obstacles in obtaining 
dependable information, particularly in written form. 
This dearth of knowledge can lead to a failure to com-
prehend key aspects of diseases and the critical steps 
required to curtail the spread of infections.

In that sense, for the infection, contrary to the 
behavior of deaths, neither the age of the individuals 
nor the presence of certain previous illnesses was 
determinant in the number of reported infections. 

Finally, according to the results of the analyses, 
variables related to the economically active popu-
lation and the sector of occupation did not play an 

important role in the population’s exposure or vulner-
ability. Similarly, lack of access to public and private 
health services, as well as belonging to an indigenous 
or Afro-descendant group, showed no apparent lin-
ear relationship with the pandemic situation in the 
city.

6. Discussion

The results of the statistical analysis showed that the 
deaths are closely and exclusively related to factors 
linked to the intrinsic susceptibility of the popula-
tions, that is, to characteristics related to the internal 
conditions and processes of each individual – such as 
age or the presence of previous illnesses – that make 
them more sensitive to the effects of the virus on the 
body. Thus, the districts with the highest death rates 
correspond to those with statistically larger popula-
tions and some of the highest percentages of individ-
uals aged 60 and over. 

Research conducted on children in Mexico showed 
that 2.8% of confirmed COVID-19 cases were among 
those under 18, with a median age of 12 and a mor-
tality rate of 1.3%. The study identified several risk 
factors for mortality, including pneumonia, ICU 
admission, obesity, hypertension, immunosuppres-
sion, diabetes, chronic lung disease, and renal disease 
(Wong-Chew et al. 2022). These findings are con-
sistent with our analyses as they demonstrate that 
lethality in infants is significantly lower than that in 
older adults (over 60 years) and is closely linked to 
the presence of previous diseases.

Based on the research, it appears that there is a 
connection between comorbidities and the surge in 
COVID-19 mortality rates. Furthermore, the study 
highlights the significance of age, which is strongly 
linked to the rise in fatalities due to the weakening of 
the immune system.

Fig. 6 Percentage of the strength of association between variables.
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On the other hand, infection rates reflect important 
correlations with factors related to extrinsic vulnera-
bility, that is, with socio-economic aspects such as pov-
erty and marginalization, particularly those related 
to lack of space and quality in housing, overcrowding, 
and lack of basic services in the home (piped drinking 
water, drainage, electricity, and gas cooker), which can 
be related to the impossibility of observing adequate 
hygiene and distance measures within the home. Con-
sequently, access to basic services like water is crucial 
in determining how vulnerable communities are to 
various hazards, including socio-biological ones like 
Sars-Cov-2. The lack of these services in homes can 
create problems. During lockdowns, it made it even 
harder for vulnerable groups such as homeless indi-
viduals to access safe water, sanitation, and hygiene 
services. This highlights the challenges in applying a 
human rights approach to the water and sanitation 
sector, particularly in cases where local governments 
and service providers fail to operationalize human 
rights, such as in Mexico City (Liera et al. 2023). 

Similar observations have been made in various 
parts of the world, including New York City. In this 
area, studies have revealed a positive correlation 
between several socioeconomic factors, including 
income, ethnicity, overcrowding, and the infection 
rate (Hamidi and Hamidi 2021). This highlights the 
direct impact that the structural characteristics of a 
population can have on disease transmission. Con-
sequently, it is reasonable to expect that areas with 
greater inequality may experience more varied pat-
terns of virus distribution.

Furthermore, according to the results, educational 
level and illiteracy are also important factors in the 
distribution of infections in the capital. This is pri-
marily explained by the access to written information 
and the type of economic activity in which most of the 
population is employed, which prevented compliance 
with containment measures during the critical period 
of the pandemic.

The outcomes are ascribed to the societal dispar-
ities in the framework that individuals with diverse 
educational backgrounds encounter. These disparities 
incorporate the availability of information, mobility, 
and profession. As per Almagro and Orane-Hutchin-
son (2022), specific communities demarcated by their 
socioeconomic traits are more prevalent in various job 
categories. This aligns with the discoveries of Quinn 
and Rubb (2005), who contend that an individual’s 
level of education corresponds to their professional 
undertakings, which may be more or less specialized.

Certain occupations carry a higher risk of con-
tracting the virus, often due to the nature of the work 
and an individual’s education level or specialization. 
Research by Almagro and Orane-Hutchinson in 2022 
on New York City confirms this correlation, with a 
positive relationship between disease incidence rates 
and work activities. This can be classified as “occupa-
tional exposure”.

According to Credit’s 2020 study on COVID-19 
infections in Chicago and New York, a positive correla-
tion was discovered between the number of health 
sector professionals and infections in these cities. 
Almagro and Orane-Hutchinson’s 2022 study on serv-
ers and workers in the public transportation system 
also observed the same result.

It is likely that in Mexico City, those with lower 
levels of education are at a higher risk of contract-
ing the virus due to their participation in activities 
that require greater human interaction. As a result, 
any occupation that cannot be suspended due to its 
inherent nature is associated with an increased risk 
of exposure.

The displacement of marginalized communities 
is frequently linked to the widespread use of public 
transportation, which, when combined with high pop-
ulation densities, has been identified as a contribut-
ing factor to the rapid spread of the virus in numer-
ous regions. This phenomenon has been observed in 
various countries, including England and Wales (Sá 
2020), Brazil (Martíns-Filho 2021), and Poland (Ciupa 
and Suligowski 2021). In Mexico City, population den-
sity data at the municipal level may be skewed due to 
the presence of large geographical areas with small 
yet densely populated sectors.

Mexico was among the top 10 countries with 
the highest number of COVID-19 cases and the top 
5 countries with the most pandemic-related deaths 
in 2020 and 2021 despite implementing the senti-
nel surveillance system (De La Cruz-Hernández and 
Álvarez-Contreras 2022). Under these circumstances, 
Knaul et al. (2023) recommended bolstering the Mex-
ican healthcare system in the short term by enhanc-
ing accessibility for at-risk populations, expanding 
healthcare services, including telemedicine, forging 
public-private partnerships, implementing regulato-
ry measures, and evaluating public health insurance 
initiatives.

The COVID-19 pandemic put the scientific and 
technical community in the spotlight of policy-mak-
ing. In some countries, governments sought their 
expertise to make well-informed decisions about the 
best action. Nevertheless, this involved challenges 
when holding decision-makers responsible for their 
actions. While scientific and technical experts can 
offer valuable insights into the virus’s spread and the 
potential impact of various policies, government offi-
cials are ultimately responsible for formulating and 
executing those policies (Weible et al. 2020).

Older adults face multiple risks during the 
COVID-19 pandemic, including ageism, sexism, sus-
ceptibility to illness, and limited access to essen-
tial services. These risks threaten their health and 
well-being and will likely continue to impact them 
even after the pandemic ends. As such, it would be 
necessary to implement interventions to meet the 
unique needs of older adults. These include stream-
lining care, delivering necessities to their doorstep, 
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prioritizing older adults among repatriated migrants 
and refugees, and providing social security measures. 
It is important to note that older adults with cogni-
tive impairment and those in long-term care facilities 
are particularly vulnerable to COVID-19 (D’cruz and 
Banerjee 2020). These measures should be integrat-
ed into existing services to reduce resource burden, 
particularly in lower- and middle-income countries 
like Mexico.

According to a study by Hidayati and Situmorang 
(2023), it is essential to assist families and residen-
tial communities in aiding the elderly in managing 
the negative effects of COVID-19. These support sys-
tems have created effective coping mechanisms to 
help the elderly navigate the pandemic and maintain 
their well-being. To provide the best possible support, 
family members who are closest to the elderly should 
receive education on their physical and psychologi-
cal needs. Furthermore, customized health insurance 
and social protection policies should be implemented 
to help the elderly cope with the pandemic’s impact. 
Financial aid should also be available to purchase 
medication and nutritionally tailored foods for the 
elderly.

It is essential to take swift and unprecedented 
measures to protect the health and well-being of all 
individuals, especially the elderly, who are at a higher 
risk of serious illness or even death from the virus. 
From a pedagogical perspective, providing effective 
interventions and education is crucial to counter any 
misconceptions about COVID-19 or other viruses. 
To this end, Kakaşçı et al. (2022) recommend using 
accurate information alongside innovative methods, 
such as incorporating visual aids like pecha kucha in 
presentations, which have been shown to be more 
effective than traditional lectures in reducing anxiety 
among women aged 65 and older with chronic dis-
eases. Cultural contexts should also be considered in 
shaping these particular approaches.

Shekhar et al. (2022) analyzed 20 global south cit-
ies, including Mexico City and concluded they have 
high exposure and low adaptive capacity. Accordingly, 
while some cities perform better in certain indicators 
of susceptibility, like poverty reduction and formal 
job provision, high population density and lack of 
open space remain major areas of concern. The role 
of urban management and governance is crucial in 
reducing disaster risks, and the community must be 
involved in risk preparation, especially vulnerable 
groups such as the elderly.

7. Conclusions

The disaster triggered by the COVID-19 pandemic has 
exposed pre-existing risk factors in societies world-
wide, such as disproportionate resource use and envi-
ronmental impact. The world economic system, inter-
national mobility, population concentrations, and 

inequality have created a scenario for new threats to 
emerge. Vulnerability and exposure are intertwined 
with socioeconomic factors, such as marginalization, 
poverty, and limited access to essential services. In 
Mexico City, several disaster risk drivers increase 
the risk of COVID-19, including individual traits and 
broader socioeconomic conditions. Marginalization, 
poverty, and limited access to services contribute to 
the spread of the virus. Additionally, uneven popula-
tion distribution, living conditions, and public trans-
portation use lead to unique transmission patterns. 
The development model in Mexico has resulted in 
rapid and disorganized urban growth, exacerbating 
the inequality gap and increasing vulnerability to 
hazards, including those of biological origin, such as 
COVID-19.

The COVID-19 pandemic brought to light appre-
hensions concerning Mexico’s response. It has been 
observed that the country hasn’t adequately catered 
to the specific requirements of older citizens and 
other vulnerable groups, who are at greater risk of 
contracting the virus and facing severe health impli-
cations. To overcome this challenge, it is fundamental 
to enhance the healthcare system, better the working 
conditions of healthcare workers, and grant broad-
er access to medical services. Additionally, offering 
all-encompassing support to the elderly, such as 
financial aid and emotional assistance, can help them 
deal with the impacts of the pandemic. 

Overall, effective disaster risk management is cru-
cial to reduce the potential risks arising from different 
types of hazards. This approach should be science-in-
formed, integrated and expeditious. It should consid-
er the needs of vulnerable groups, such as the ageing 
population, and the unique complexities and realities 
of local contexts. Only by identifying and reducing the 
vulnerability and exposure of people to risks associ-
ated with known and emergent hazards can disasters 
be avoided.
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1. Introduction

The process of human migration, which is a univer-
sal phenomenon and a key feature of human history, 
can be considered as one of the most dynamic human 
activities (Sali and Astig 2015). In simple words, 
migration is the process of movement of people from 
one place to another involving change in the place of 
residence due to a variety of causes. It acts as a factor 
of redistribution of population over space and time. 
Sometimes it can be interpreted as a spontaneous 
effort to achieve a better balance between popula-
tion and resources. In the words of Lee, migration is a 
process of change of residence either permanently or 
semi-permanently. 

Indian Constitution provides basic freedom to 
move to any part of the country, right to reside and 
earn livelihood of their choices. That is why migrants 
are not needed to take permission or register at the 
place of origin as well as at the place of destination 
(Lusome and Bhagat 2010). India has a long history of 
internal migration. 2011 Census of India enumerated 
450 million internal migrants in the country (based 
on place of last residence) constituting 37 per cent of 
its total population (Rajan and Bhagat 2021). The lev-
els of internal migration which can be identified in the 
country as intra-district, inter-district and inter-state 
migration Inter-district migrants account for around 
10% of the total population of the country as per 
2011 Census. In 2001, inter-state migration stood at 
4.1% of the total population of the country (Census of 
India 2001). It slightly increased to 4.6% in 2011. The 
process of internal migration in India is facilitated by 
the economic development (Malhotra and Devi 2016). 
According to Louis-Georges Arsenault, UNICEF India 
Representative, internal migration is an integral part 
of development and it should be recognized as such 
as an indicator of socio-economic progress (Singh 
2016).

From the demographic point of view, North-East 
India, which is considered as a miniature India, is the 
home of almost all the ethno-linguistically and reli-
giously major groups of people found in the coun-
try. There are eleven major streams and waves of 
migration which built up the present population of 
North-East India. Thus, migration played an impor-
tant role in reshaping the population composition in 
North-East India. In the context of internal migration, 
intra-district movement is the dominant stream of 
migration in North-East India. The North-East India 
had experienced a large volume of influx from across 
the international border, as more than 99% of its total 
boundary is shared with foreign countries (Gogoi et 
al. 2009). Around 2.5% of the total migrants in North-
East India have originated from foreign countries. 
Apart from the international migrants, North-East 
India has been the receiver of migrants coming from 
other states and union territories of the country. Most 
importantly, despite prevalence of almost similar 

trend of birth and death rates as in the country, the 
considerably high growth rates of population in the 
region have been contributed by significant volume 
of migration from within and outside the country 
as against considerably low mobility of its people to 
other parts of the country (Sharma and Kar 1997). 
Increasing regional inequalities and uneven economic 
development have led to interstate mobility of peo-
ple within India. Of the total migrants of North-East 
India, around 3.5% have come to this region from oth-
er states of India (Lusome and Bhagat 2020).

The present work mainly focuses on the analysis of 
the changing pattern of movement of people between 
North-East India and the rest of the country in both 
the directions. The analysis of the causes of migration 
and male-female differential would provide further 
insight into the prevailing socio-economic condition 
of North-East India and its different parts. In view of 
this, the study bears demographic, socio-economic 
and political significance.

2. The study area

North-East India (the study area), commonly called 
the ‘Land of Seven Sisters’, is located between 20°N 
and 29°30′N latitudes and 89°46′E and 97°30′E longi-
tudes. Although it has become a common practice to 
include the state of Sikkim, which is a member-state 
of North-Eastern Council, within North-East India, 
here this easternmost region of India consisting of 
Arunachal Pradesh, Assam, Manipur, Meghalaya, 
Mizoram, Nagaland and Tripura being contiguous to 
one another as a region is considered as north-east-
ern region of India or North-East India. It covers a 
total area of 255,036 km2 representing about 7.3% 
of India’s total geographical area. It is surrounded by 
the hills and mountains from three sides. Its northern 
and eastern boundaries are represented by the Him-
alayas and Patkai Hill ranges respectively. North-East 
India is surrounded by four foreign countries; viz. Chi-
na, Myanmar, Bangladesh and Bhutan. Towards the 
west, this region is bordered by plains. To the north 
of the region lies the Himalayan Kingdom of Bhutan 
and Tibetan part of China. It is bounded by Myanmar 
on the east and West Bengal and Bangladesh on the 
west. The Arakan Yoma of Myanmar and Chittagong 
hills of Bangladesh, Tripura Hills and Surma plain 
of Bangladesh lie to the south and south-west of the 
region. This region is connected with mainland of 
India through a very narrow corridor of around 22 km 
width is called Siliguri corridor.

The total population of North-East India is 
45,161,611 as per 2011 Census of India, which con-
stitutes 3.7% of the total population of India. The 
population density of North-East India is 176 per-
sons per km2 as per 2011 Census data. Among the 
states of North-East India, Assam is the most dense-
ly populated with an average population density of 
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Fig. 1 Location map of the study area (North-East India). 
Source: Prepared by the authors.
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398 persons per km2. With an average population 
density of 17 persons per km2 Arunachal Pradesh is 
the most sparsely populated state in this region. The 
sex ratio of North-East India is 960, which is higher 
than that of the national average (943). Among the 
states in North-East India, Manipur has recorded the 
highest sex ratio (985), followed by Meghalaya (989) 
and Mizoram (976).

Agriculture is the backbone of the economy of 
N-E India. About 65% of the total working population 
is employed in the agricultural sector. This region 
accounts for a little over 2.5% of the country’s GDP. 
This region (Fig. 1) is lagged behind in economic 
development due to rapid growth of population, gen-
eral poverty, subsistence economic base, low level 
of resource utilization, recurrence of floods, unem-
ployment, lack of technical and vocational education, 
lack of entrepreneurship, poor infrastructure, poor 
marketing facilities, insurgency, and illegal migra-
tion from neighboring countries (Taher and Ahmed 
1998).

3. Data base and methodology

This study is primarily based on secondary sources of 
data. Data on migration of North-East India are col-
lected from the Census of India which is considered 
as one of the most reliable sources of population data 
in the country. Moreover, unit level data of 64th round 
of National Sample Survey, 2008–2009 is also consid-
ered in this study wherever necessary. In this work, 
trend of inward and outward migration in North-
East India is studied on the basis of migration data 
available as per place of birth. Reasons for migration 
are categorized as work, business, marriage, moved 
after birth, and moved with households. The pattern 
of male-female composition and rural-urban differ-
entials in inward and outward migration of the study 
area is also analysed through the data available in 
Census of India. As 2021 Census has not yet been con-
ducted in the country, the present study involves use 
of data for only 2001 and 2011. The data so obtained 
from different volumes of Census of India have been 
processed, analysed and mapped, as and when nec-
essary, through simple quantitative and cartographic 
techniques. Spatial variation in net migration rate in 
North-East India is represented thorough choropleth 
map prepared in the GIS platform (Arc GIS). Here, Net 
Migration Rate (NMR) is calculated by using the fol-
lowing formula:

Net Migration 
Rate =

Total number of inward migrants −
Total number of outward migrants

Mid-year population
× 1000

The conclusions of the study are merely based on 
the results derived from data analysis and available 
relevant literature.

4. Results and discussion

4.1 Trend and spatial variation of inter-state  
inward and outward migration

The history of North-East India can be referred to 
as the history of migration. The states of North-
East India have experienced a large influx of people 
both internally and internationally. In response to 
socio-economic changes, the spatial pattern of inward 
and outward migration in North-East India is witness-
ing changes over time.

According to 2011 Census, 590,939 people migrat-
ed to North-East India from the rest of the country 
as per record of birth. This number was 591,212 in 
2001 (Tab. 1). So far the proportion of such in-mi-
grants to total population of this north-east region is 
concerned; it witnessed a gradual decline from 1.82% 
in 1991 to 1.54% in 2001 and 1.31% in 2011. It thus 
reveals that the volume of in-migrants to the north-
east region is on decline, although there has been a 
notion among the people of the north-east that a large 
number of people from different parts of the country 
are pouring into it (Lusome and Bhagat 2010). The 
implementation of Inner Line Permit (ILP) in some 
north-eastern states restricts the free flow of migrants 
to the region. Hence, the ILP is regarded by Mizoram, 
Nagaland, Arunachal Pradesh and Manipur as a con-
stitutional tool to safeguard their native identities and 
cultures and to manage the population of their tribes 
and races within their own state by controlling the 
arrival of outsiders. The state of Meghalaya has also 
recently demanded the implementation of ILP in the 
state (Mahanta 2016). Moreover, the North-eastern 
people are racially, ethnically and culturally different 
from the people in the rest of the country. Prevailing 
cultural gaps, prolonged insurgency, ethnic conflicts 
may be the reasons behind the gradual decline of 
migrants to North-East India.

According to Kingsley Davis, the movement of 
people from one state to another within India is 
less because of the prevalence of the caste system, 
traditional values, joint family system, diversity of 
culture, etc. (Davis 1951). Zachariah also observed 
less mobility of people from one state to another in 
India as compared to western countries (Zachariah 
1964). As regards the volume of out-migration from 
the North-East India to other states and union terri-
tories of India, it witnessed a decrease from 691,234 
to 510,353 during 2001–2011 (Tab. 2). It is thus 
observed that although there has been decline in 
the volumes of both in-migrants and out-migrants of 
the region during 2001–2011, the volume of decline 
in out-migration has been remarkable (Tab. 1 and 
Tab. 2). Implementation of MNREGA in rural areas 
may be one of the reasons behind such a decline in the 
trend of out-migration from N-E India. Besides, grad-
ual progress of infrastructure and consequent steady 
socio-economic growth in most parts of the region 
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has also been no less significant in checking out-mi-
gration in recent times. Moreover, in the metropoli-
tan cities like Delhi, racism affects the migrants from 
North-East India at every stage of life, including house 
rentals, employment, and promotions (Jaiswal 2017). 
In the mainland India, people from the North-east 
are often treated “outsiders”. The North-east region 
is poorly understood and frequently disregarded by 
the media, leaving the people of the main land in the 
dark regarding its customs and culture. According 
to a North-East Support Center and Helpline survey 
on North-East Migration and Challenges in National 
Cities, 86% of North-Easters claimed to have expe-
rienced racial discrimination in Indian metropolises 
based on this kind of cultural profiling in the years 
2009–2010. It is not unusual for a North-east Indian 
to be asked, “Are you from China?” They disparagingly 
call North-Easterners “chinky” or make other offen-
sive comments. Novel coronavirus reinforces xeno-
phobia and intolerance against North-eastern people. 
They were subjected to racial profiling and deroga-
tory stereotypes as the “face of coronavirus” during 
the Covid-19 outbreak in many mainland Indian cities 
(Haokip 2021). The experience of migrants in these 
cities is regrettably marred by racism, violence and 
prejudice that could be the cause of the sharp fall in 
the trend of out-migration from N-E India to rest of 
the country.

The prevailing gap between in-migration and 
out-migration of population in the region, which can 
be better understood through net migration rate 
per thousand population, is found to be low nega-
tive (−2.61) in 2001 and low positive (1.78) in 2011. 
Among the states in the region, Arunachal Pradesh 
recorded very high positive net migration rates in 
both 2001 and 2011 (49.63 and 31.85 respectively), 
Nagaland with very high negative in 2001 (−49.94) 
and medium positive in 2011 (12.93), and the remain-
ing with low positive and low negative (Tab. 3). It is 
thus clear that the contribution of in-migrants to the 
overall growth of population in Arunachal Pradesh 

during 2001–2011 had been quite significant. On the 
other hand, very high negative net migration as wit-
nessed in Nagaland in 2001 had been indicative of 
large scale outmigration probably due to the long con-
tinued insurgency. A marked alteration in the balance 
between inward and out-ward inter-state migration 
is noticed in Nagaland, Tripura and Assam between 
the year 2001 and 2011. Manipur is the only state 
of North-East India where inter-state out-migration 
exceeded the inter-state in-migration in both 2001 
and 2011 (Fig. 2). However, some sort of a balance 
between in-migration and out-migration is somehow 
maintained in the region.

Variations can be observed with respect to vol-
ume of migration from different parts of the country 
to North-East India. For the purpose of comparison 
in this respect, India is divided into five zones, viz. 
1. Northern India zone comprising Jammu and Kash-
mir, Himachal Pradesh, Punjab, Uttarakhand, Harya-
na, Rajasthan, Delhi and Chandigarh; 2. Western 
India comprising Gujarat, Maharashtra, Goa, Daman 
and Diu, Dadra and Nagar Haveli and Lakshadweep; 

Tab. 1 State-wise inward migration to North-East India from other 
states/UTs of India (excluding inter-state migration within N-E India) 
as per place of birth, 2001 and 2011.

State
Number of in-migrants

2001 2011

1. Arunachal Pradesh 65,463 56,400

2. Nagaland 37,554 38,595

3. Manipur 9,395 7,725

4. Mizoram 7,524 6,330

5. Tripura 16,982 36,916

6. Meghalaya 33,037 34,815

7. Assam 421,257 410,158

North-East India 591,212 590,939

Source: Migration Table D-1, India, Census of India, 2001 and 2011.

Tab. 2 State-wise outward migration from North-East India to other 
states/UTs of India (excluding inter-state migration within N-E India) 
as per place of birth, 2001 and 2011.

State
Number of out-migrants

2001 2011

1. Arunachal Pradesh 10,969 12,324

2. Nagaland 136,933 13,022

3. Manipur 22,824 29,777

4. Mizoram 5,055 4,343

5. Tripura 25,314 33,913

6. Meghalaya 18,196 19,104

7. Assam 471,943 397,870

North-East India 691,234 510,353

Source: Migration Table D-1, Census of India, India, 2001 and 2011.

Tab. 3 Net migration rate in North-East India at state level, 2001 and 
2011.

State

Net migration rate 
(per thousand population)

2001 2011

1. Arunachal Pradesh 49.63 31.85

2. Nagaland −49.94 12.93

3. Manipur −6.20 −7.72

4. Mizoram 2.79 1.81

5. Tripura −2.60 0.82

6. Meghalaya 6.40 5.30

7. Assam −1.90 0.39

North-East India −2.61 1.78

Source: Calculated based on Migration Table D-1, Census of India, India, 
2001 and 2011.
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Fig. 2 Net migration rate of North-East India as per place of birth, 2001 and 2011. 
Source: Prepared by the authors.
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3. Central India comprising Chhattisgarh, Madhya 
Pradesh and Uttar Pradesh; 4. Southern India com-
prising Andhra Pradesh, Telangana, Karnataka, Ker-
ala, Tamil Nadu and Puducherry; and 5. Eastern 
India comprising Bihar, Jharkhand, Odisha, Sikkim, 
West Bengal, and Andaman and Nicobar Islands.

So far volume of in-migration to the N-E India 
from different parts of India is concerned; it is found 
that the states of Eastern India are the major source 
of in-migrants to North-East India. Among the five 
regions of India, it contributes to around 68% to the 
total inter-state in-migrants (excluding inter-state 
migrants within N-E India) in the year 2001. It fur-
ther increased to more than 73% in 2011 (Tab. 4). On 
the other hand, constituting merely 1% of total in-mi-
grants, the volume of in-migration from Western India 
to the north-eastern region is the lowest.

It is further observed that among the north-east-
ern states, Assam is the major destination of migrants 
coming from different parts of India (other than 
N-E India), where more than 4.1 lakh in-migrants 
constituting 69.41% of total in-migrants settled in 
2011. It is distantly followed by Arunachal Pradesh, 
which received 9.54% of the total migrants from other 
states and UTs of India (outside N-E India) in 2011. On 
the other hand, Mizoram with 6,330 migrants coming 
from other states/UTs of India (outside N-E India) 
records the lowest position (1.07 per cent) in this 
respect (Tab. 1).

Now, as regards volume of out-migrants from 
N-E India to different regions of India is concerned, 
Eastern India is the largest receiver of migrants orig-
inated from North-East India due to its proximity 
and emergence of Kolkata as one of the largest urban 
agglomerations in the country. The Eastern Indian 
states are the destination for about 60% of the inter-
state out-migrants (excluding inter-state migrants 
within N-E India) originated from the North-eastern 
states of India as per 2001 Census data. This figure, 
however, declined to 47% in 2011 Census. On the 

other hand, Southern India received the lowest num-
ber of migrants originated from N-E India in 2001. It 
is found that out of the total inter-state out-migrants 
(outside North-East India), only 2.87% migrated to 
Southern India as per 2001 Census, which increased 
to 13.17% in 2011. With only around 8.83% of the 
total inter-state out-migrants (outside N-E India), 
Central India is the lowest receiver of migrants origi-
nated from North-East India as per 2011 Census data. 
It is further observed that unlike other parts of the 
country, the number of out-migrants from North-East 
India to Southern and Western India has increased 
significantly during 2001–2011 due to fast industri-
alization and prevailing higher wage as compared 
to other parts of the country, and as a consequence 
Southern India witnessed a growth of 238% and West-
ern India 107% as against negative growth in the oth-
er regions of the country (Tab. 5). So far migration of 
North-easterners to Southern India is concerned; the 
state of Karnataka is the largest receiver of migrants. 
Around 54% of the total migrants to South India from 
North-East India settled in Karnataka in 2011. Banga-
lore, the Capital of Karnataka as well as the country’s 
fifth-largest UA, has recorded more than one third of 
the North-eastern migrants to South India. Here, the 
majority of N-E migrants are male, i.e. 65% (Census 
of India 2011). Bangalore, “Silicon Valley of India”, 
probably offers more options that are better suited for 
men. Due to distance factor, women are less likely to 
choose Karnataka as their destination. In Bangalore, 
most of the migrants from the North-East work in 
both organized and unorganized industries, including 
retail, hotel, and BPO (Reimeingam 2018). Further-
more, a greater proportion of the migrants arriving 
in Bangalore comes from urban areas, where people 
appear to be more informative, educated and afflu-
ent. In 2001, about 66 per cent of the migrants from 
the region to Bangalore originated from urban areas 
which are increased to 74% after a decade in 2011. 
Employment is the largest reason for migration with 

Tab. 4 Spatial variation in inward migration to N-E India from other parts of India (excluding inter-state migrants within N-E India) as per place 
of birth, 2001 and 2011.

States of N-E India 
(place of destination)

Place of origin

North India West India Central India South India East India

2001 2011 2001 2011 2001 2011 2001 2011 2001 2011

1. Arunachal Pradesh 6,365 4,454 967 531 12,654 10,197 4,777 3,327 40,700 37,864

2. Nagaland 6,214 4,857 907 397 5,567 4,793 3,586 2,427 21,280 26,121

3. Manipur 2,180 1,500 341 210 1,409 1,028 1,047 365 4,418 4,622

4. Mizoram 869 740 177 105 701 671 832 623 4,945 4,191

5. Tripura 2,181 1,374 357 347 1,789 1,860 855 671 11,800 32,662

6. Meghalaya 5,926 5,460 582 778 3,797 3,775 2,262 2,109 20,470 22,693

7. Assam 47,686 48,140 4,193 3,587 55,575 45,495 14,670 9,451 299,133 303,485

Total 71,421 66,525 7,524 5,955 81,492 67,819 28,029 18,973 402,746 431,638

Source: Migration Table D-1, Census of India, India, 2001 and 2011.
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a share of about 46 per cent, followed by the educa-
tion with 17 per cent, movement of family with 16 per 
cent and the rest for marriage, business and others. 
The number of persons migrating from North-East to 
Bangalore for work climbed by 26 percentage points 
between 2001 and 2011 that highlights the unem-
ployment problem in the place of origin. Another pop-
ular destination for North-eastern migrants is Chen-
nai, the fourth largest Urban Agglomeration in India. 
As per Census of India, 2011, the number of out-mi-
grants from North-East India to Chennai is 4,817, and 
majority of which are coming due to movement of 
family.

When the source of out-migration from among the 
north-eastern states is looked at, although there has 
been overall decline during 2001–2011 (Tab. 5), the 
contribution of Assam to the total volume of out-mi-
gration to other parts of the country constitutes 78% 
as per 2011 Census data (Tab. 2). 

4.2 Pattern of rural-urban differential in inward  
and outward migration

The prevalence of less employment opportunities, 
low wages, lack of basic amenities, lack of education-
al facilities, etc., acts as the push factors of out-mi-
gration from most of the rural areas. In view of this 
many people migrate from rural to urban areas in 
search of better employment opportunities, higher 
income, better wages and better facilities (Sali and 
Astig 2015). Since the initiation of economic reforms 
in 1991, India has been experiencing the rapid flow 
of migration from rural to urban areas (Bhati 2015). 
The majority of rural youths migrate to urban areas 
mainly for better education and livelihood (Deotti and 
Estrusch 2016). In the case of North-East India also, 
the movement of people from rural to urban areas 
constitutes the major stream of in-migrants from oth-
er parts of the country as per 2011 Census data. Out 
of the total inward migrants to North-East India from 

other parts of the country (outside N-E India), above 
63% of migrants are urban-centric (Tab. 6 and Fig. 3). 
However, when compared between rural to urban and 
urban to urban in-migration to N-E India, the contri-
bution of rural to urban is more (37.43%) than that of 
urban to urban (25.68%) with the exception of Miz-
oram (62.57%). As the tendency of the urban people 
to move to rural areas is extremely low, the propor-
tion of urban to rural migrants from outside is found 
to be as low as 6.31 per cent in N-E India. Although 
the overall pattern of such rural-urban migration is 
almost the same in N-E India, excepting the state of 
Tripura, there exist some variations in this respect 
among the other states of the region. Due to lack of 
desired level of development of life and living in the 
urban areas as of Tripura, the urban centric migration 
in the state is found to be as low as 31%. Among oth-
er states, the contribution of urban-centric in-migra-
tion from outside N-E India is found to be very high 
in Nagaland (79%), Meghalaya (77%) and Mizoram 
(74%) due to fast improvement in urban facilities and 
better transport connectivity (Tab. 6). 

So far out-migration from N-E India to other parts 
of India is concerned, although the urban-centric 
migration is more prominent (67.88%), the contri-
bution of urban to urban migration is significantly 
high (43.02%). Migration from this region to large 
urban centres has occurred mostly for reasons relat-
ed to education and employment due to a shortage 
of employment and educational opportunities. There 
was a turning point in Indian economic history dur-
ing the early 1990s. The post-Cold War internation-
al system, along with political instability and severe 
financial crises compelled India to liberalize its econ-
omy and implement extensive privatization, which 
accelerated the globalization of its markets (Haokip 
2012). Multinational companies were drawn to India 
as its economy opened up, not just to invest but also 
to discover a sizable market for its goods. These 
changes create a lot of opportunities for work in the 

Tab. 5 Spatial variation in outward migration from N-E India to other parts of India (excluding inter-state migration within N-E India) as per 
place of birth, 2001 and 2011.

States of N-E India 
(place of origin)

Place of destination

North India West India Central India South India East India

2001 2011 2001 2011 2001 2011 2001 2011 2001 2011

1. Arunachal Pradesh 3,005 3,828 685 971 799 1,013 2,566 3,209 3,914 3,303

2. Nagaland 24,010 3,727 707 1,426 8,119 1,001 1,034 2,650 103,063 4,218

3. Manipur 8,837 10,317 2,818 4,012 4,906 1,966 2,728 8,869 3,535 4,613

4. Mizoram 2,598 1,615 592 528 395 393 565 990 905 817

5. Tripura 3,674 4,410 1,552 2,381 2,094 1,387 895 2,738 17,099 22,997

6. Meghalaya 8,110 4,510 1,531 2,258 1,041 1,270 1,379 2,791 6,135 8,275

7. Assam 59,675 71,437 20,219 46,598 103,410 38,052 10,697 45,983 277,942 195,800

Total 109,909 99,844 28,104 58,174 120,664 45,082 19,864 67,230 412,593 240,023

Source: Migration Table D-1, Census of India, India, 2001 and 2011.
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private sector in urban areas. Thus, rapid migration 
from North-East India to the mainland urban cities 
has been occurring since the start of the new millen-
nium (Haokip 2021). Moreover, there are no large-
scale industries in the area other than oil mining and 
plantations in Assam (Lama 2013). A pool of degree 
holders in the area lack employment opportunities. 
People are now heavily dependent on public services 
because self-employment efforts have not yet reached 
their full potential. This element additionally moti-
vates youth to take competitive exams such as the civil 
service test. Delhi, the capital city of India, becomes 
a favoured location for part-time preparation and 
employment (Singh 2013).

Among the north-eastern states, the proportion of 
urban-centric out-migration is found to be the highest 
in Manipur (82.62%), followed by Tripura (78.31%) 
and Meghalaya (77.36%), and the lowest in Arunachal 
Pradesh (60.82%) (Tab. 7 and Fig. 3). The prevalence 
of such a high urban-centric out-migration from Mani-
pur is largely associated with overall human resource 
development and frequent disturbances. On the other 
hand, the state of Meghalaya has witnessed the high-
est rate of urban to urban out-migration (65.87%) 
from N-E India Male-female composition in urban to 
urban stream of out-migration from Meghalaya is to 
some extent balanced. As per 2011 Census, around 
53% of the total urban to urban out-migrants from 

this state is female and the remaining 47% are male 
out-migrants. Movement of family is recorded to be 
the major cause of out migration of female (48.4%). 
On the other hand, the significant causes of urban to 
urban male out-migration from Meghalaya to other 
parts of the country are found to be employment and 
movement of family (33.87% and 33.83% respective-
ly) (Tab. 7).

4.3 Pattern of male-female composition  
in inward and outward migration

As elsewhere, the inter-state in-migration to N-E India 
appears to be male-dominated. In the year 2001 the 
male in-migrants to this region constituted around 
60% of the total interstate in-migrants from out-
side N-E India (2001 Census). Although there had 
been a trend of balancing in male-female composi-
tion of in-migrants during 2001–2011 in the region, 
the proportion of male in-migrants is still found to 
be as high as around 54% as per 2011 Census data. 
When compared between the rural and urban areas, 
the proportion of male in-migrants is considerably 
higher in the urban areas (56%) as compared to that 
of rural areas (51%). Among the states of N-E India, 
the proportion of male in-migrants is found to be the 
highest in Mizoram (69.76%), followed by Arunachal 
Pradesh (62.44%) and Nagaland (62.12%), and the 

Tab. 6 Patterns of rural-urban in-migration from other parts of India to N-E India (as per place of last residence), 2011.

State Rural to Rural (%) Rural to urban (%) Urban to rural (%) Urban to urban (%)

1. Arunachal Pradesh 31.58 42.42 8.22 17.78

2. Nagaland 13.82 52.99 6.38 26.81

3. Manipur 15.69 38.87 12.83 32.61

4. Mizoram 15.01 12.20 10.22 62.57

5. Tripura 63.73 17.75 4.69 13.83

6. Meghalaya 13.63 46.58 8.94 30.85

7. Assam 31.25 37.16 5.32 26.27

N-E India 30.58 37.43 6.31 25.68

Source: Migration Table D-2, Census of India, 2011.

Tab. 7 Patterns of rural-urban out-migration from N-E India to other parts of India (as per place of last residence), 2011.

State 
Rural to rural

(%)
Rural to urban

(%)
Urban to Rural

(%)
Urban to urban

(%)

1. Arunachal Pradesh 24.89 18.53 14.19 42.39

2. Nagaland 15.51 16.84 15.45 52.20

3. Manipur 9.97 27.17 7.41 55.45

4. Mizoram 16.57 18.03 10.97 54.43

5. Tripura 14.62 21.23 7.07 57.08

6. Meghalaya 9.00 11.49 13.64 65.87

7. Assam 26.04 26.36 8.30 39.30

N-E India 23.31 24.86 8.81 43.02

Source: Migration Table D-2, Census of India, 2011.
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Fig. 3: Rural-urban status of migration flows between N-E India and other states/UTs of India, 2011.  
Source: Prepared by the authors.
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lowest and somewhat balanced in Assam (51.94%). 
Moreover, although the gap between the proportions 
of male and female in-migrants in the rural areas of 
the region is quite insignificant, it is more than 67% 
point in Mizoram (Male: 83.83%; Female: 16:17%), 
followed by 28.58% point in Arunachal Pradesh, and 
low negative of −5.5% point in Assam (Tab. 8). The 
prevalence of such a high proportion of male-selective 
migration particularly in the states of Mizoram, Arun-
achal Pradesh and Nagaland has been largely associ-
ated with in-migration of male workers from outside 
N-E India for various development activities including 
construction of roads, etc.

So far male-female composition of out-migra-
tion from N-E India is concerned, it is found to be 
female-dominant with proportion of female out-mi-
grants as 52.06% (2011 Census). It can be associ-
ated with the flexibility of gender roles. North-East 
India has a greater rate of female work participation 
than the rest of India (Singh 2013). Other than Ker-
ala, North-East India is the only region where female 
migration has been reported for reasons other than 

marriage, such as work and education, in contrast to 
other regions where “marriage” still predominates 
as the reason for leaving the state (Mukherjee and 
Dutta 2017). NSSO (64th Round) 2007–2008 reveals 
that just 0.70 per cent of female migration is related 
to employment at national level. While almost 25% 
of all women in North-East India migrate in search of 
work. The largest percentage of migration related to 
employment was recorded in Meghalaya (39.20%), 
followed by Manipur (27.03%), Arunachal Pradesh 
(26.20%), and Mizoram (22.40%). Again, only 0.50 
per cent of women moved across the country in 
search of higher education opportunities. Conversely, 
it is revealed in the North-eastern states that rough-
ly one-fourth of them relocated for higher education. 
This can be an indication that women in these areas 
enjoyed greater independence due to the matriarchal 
nature of many tribal cultures (Bango and Kashyap 
2018).

When compared between rural and urban are-
as in this respect, the proportion of female out-mi-
grants is even higher to the rural areas (59.04%) and 

Tab. 8 Pattern of male-female composition in inward migration to North-East India from other states/union territories of India (excluding 
inter-state migration within North-East India) as per Place of Birth, 2011.

State

Proportion of male and female in-migrants (in %)

Total Rural Urban

Male Female Male Female Male Female

1. Arunachal Pradesh 62.44 37.56 64.29 35.71 61.11 38.89

2. Nagaland 62.12 37.88 62.14 37.86 62.11 37.89

3. Manipur 58.82 41.18 58.87 41.13 58.80 41.20

4. Mizoram 69.76 30.24 83.83 16.17 66.30 33.70

5. Tripura 55.90 44.10 57.12 42.88 53.28 46.72

6. Meghalaya 54.05 45.95 52.11 47.89 54.66 45.34

7. Assam 51.94 48.06 47.25 52.75 54.80 45.20

N-E India 54.26 45.74 51.22 48.78 56.13 43.87

Source: Migration Table D-1, India, Census of India, 2011.

Tab. 9 Pattern of male-female composition of outward migrants from North-East India to other states/union territories of India (excluding 
inter-state migration within North-East India) as per place of birth, 2011.

State

Proportion of male and female out-migrants (in %)

Total Rural Urban

Male Female Male Female Male Female

1. Arunachal Pradesh 54.34 45.66 55.70 44.30 53.43 46.57

2. Nagaland 49.36 50.64 49.06 50.94 49.49 50.51

3. Manipur 51.96 48.04 53.76 46.24 51.61 48.39

4. Mizoram 46.86 53.14 45.99 54.01 47.10 52.90

5. Tripura 51.87 48.13 47.37 52.63 53.00 47.00

6. Meghalaya 46.34 53.66 43.75 56.25 47.02 52.98

7. Assam 47.15 52.85 39.30 60.70 51.28 48.72

N-E India 47.94 52.06 40.96 59.04 51.21 48.79

Source: Migration Table D-1, India, Census of India, 2011.
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lower than male to the urban areas (48.79%). Howev-
er, there exist some variations in this respect between 
the male and female out-migrants. Although out-mi-
gration from the N-E India is largely female-dominant 
with highest rate from Meghalaya, it is found to be 
male dominant from the states of Arunachal Pradesh, 
Manipur and Tripura. In the case of urban-centric 
out-migration, it is male dominant from the states 
of Arunachal Pradesh, Tripura, Manipur and Assam 
(Tab. 9). In any case, the prevailing rate of female 
out-migration from different states of N-E India 
almost equally with male, if not more in some cases, 
is indicative of the rise in women’s socio-economic 
empowerment (Mahapatro 2014).

4.4 Causes of inter-state inward and outward 
migration

Analysis of the reasons behind movement of people 
from one place to another is one of the most important 
aspects of migration study, because nobody moves 
without any cause. Among diverse causes of migra-
tion, livelihood insecurity is found to be the leading 
one (Kumar et al. 2022). So far North-East India is 
concerned; the major cause of its inter-state migra-
tion is recorded as employment (work) and business. 
Marriage is another significant reason for inter-state 
migration to N-E India.

As per 2011 Census data, North-East India wit-
nessed as high as 35.29% of in-migrants from other 
parts of India due to employment and business. Mar-
riage, the second most important cause of inter-state 
in-migration to this region, constitutes 24.30% of the 
total in-migrants. The migration due to movement of 
family has contributed 21.04% of total in-migration 
in the region (Tab. 10). The contribution of education 
in this respect is quite insignificant (1.06%), as devel-
opment of educational infrastructures in the region 
is still much behind many other parts of the country. 
The choices for modern education are also very limit-
ed in the region.

So far the major causes of in-migration from dif-
ferent source regions of the country is concerned, 
although the pattern appears to be almost the same 
for most parts of the country, the contribution of 
employment and business, and marriage is the high-
est from Eastern India (37.15% and 25.40% respec-
tively) due to its nearness and socio-cultural simi-
larities with N-E India. On the other hand, the major 
reason behind migration from western India is found 
to be movement of family, which contributes to as high 
as 32.69% of the total in-migrants from the western 
India (Tab. 10).

The dominant cause of inter-state out-migration 
from North-East India to other parts of the country 
is found to be movement of family. It constitutes as 

Tab. 10 Causes of inward migration to North-East India from different parts of India (as per place of last residence), 2011.

Region of origin 
of migrants

Percentage distribution of in-migrants due to different causes

Employment  
and business

Education Marriage
Moved  

after birth
Movement  

of family
Other causes

North India 27.82 1.59 18.25 2.77 25.62 23.92

East India 37.15 0.81 25.40 1.68 19.82 15.14

Central India 32.70 0.97 24.23 1.42 24.05 16.63

West India 22.32 2.92 13.77 2.40 32.69 25.90

South India 33.42 3.90 15.39 1.94 25.59 19.76

All India 35.29 1.06 24.30 1.69 21.04 16.62

Source: Migration Table D-3, India, Census of India, 2011.

Tab. 11 Causes of outward migration from North-East India to other parts of India (as per place of last residence), 2011.

Place  
of destination

Percentage distribution of out-migrants due to different causes

Employment  
and business

Education Marriage
Moved  

after birth
Movement  

of family
Others

North India 24.46 6.30 17.65 1.95 34.82 14.82

East India 13.94 1.69 32.41 2.61 30.77 18.58

Central India 18.68 5.38 28.11 1.34 33.00 13.49

West India 42.49 6.76 8.06 2.41 26.08 14.20

South India 42.50 14.67 5.50 1.84 19.31 16.18

All India 23.64 5.30 22.56 2.23 29.75 16.52

Source: Migration Table D-3, India, Census of India, 2011.
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high as 29.75% of the total out-migrants, followed by 
employment and business (23.61%) and marriage 
(22.56%). The contribution of education (5.30%) as 
a driver of out-migration is found to be somewhat 
significant as compared to in-migration (1.06%) 
(Tab. 11).

The North-eastern region of India has experienced 
violent incidents and conflicts related to secession-
ist movements and insurgencies since the country’s 
independence. People from many racial backgrounds, 
languages, and socio-cultural traditions live in the 
area have made these issues more complicated. Their 
demand for ethnic homelands to safeguard and main-
tain their own culture and identity has therefore 
sparked conflict, which has resulted in internal dis-
placement (Phukan 2013). The decades-long ethnic 
hostilities have once again come to prominence due 
to a flare-up of violence between the Meiteis and the 
Kukis in the North-eastern Indian state of Manipur, 
which started in May, 2023 that has resulted in around 
200 fatalities and 60,000 displaced inhabitants (The 
Hindu). Due to prolonged histories of insurgency and 
a dearth of economic opportunities, North-eastern 
states have substantial negative factors that are push-
ing young people from them to other regions of India. 

In the areas where insurgencies and wars are prev-
alent, parents most often send their children out of 
state to finish their education, not only for security 
reasons but also to keep them away from joining the 
local insurgent groups (Hangsing 2023).

The North-Eastern region was declared a “Dis-
turbed Area” under the Disturbed Areas (Special 
Courts) Acts of 1976, and later under the Armed Forc-
es Special Power Act (AFSPA) of 1958, which finally 
resulted in a substantial emigration of people as it 
legitimizes the use of violent means by armed forc-
es to maintain the public order in “disturbed areas” 
without imposing any time limits in the longevity of 
its application (Gogoi and Pandov 2022).

So far spatial variation in the contribution of dif-
ferent factors of out-migration from North-East India 
is concerned, the proportion of out-migration due 
to movement of family is found to be the highest in 
North India (34.82%), followed by Central India 
and East India; in South India and West India due to 
employment and business (42.50%); in East India 
due to marriage (32.41%); and in South India due to 
education (14.67%) (Tab. 11). It means South India 
and West India owing to massive developments in 
industrial and IT sectors attract more people from 

Tab. 12 Causes of inward migration to North-East India from other states/union territories of India (outside North-East India) as per place  
of last residence, 2011.

State (place  
of destination)

Percentage distribution of in-migrants due to different causes

Employment  
and business

Education Marriage
Moved  

after birth
Movement  

of family
Others

1. Arunachal Pradesh 44.13 1.51 9.79 1.85 26.95 15.77

2. Nagaland 42.05 2.11 11.54 1.29 26.06 16.95

3. Manipur 32.69 5.37 14.44 1.57 20.58 25.35

4. Mizoram 45.74 2.72 6.00 1.10 23.18 21.26

5. Tripura 51.70 0.34 7.76 0.42 26.86 12.92

6. Meghalaya 29.70 2.87 19.05 3.25 26.90 18.23

7. Assam 31.40 0.66 30.22 1.91 19.14 16.67

Source: Migration Table D-3, Census of India, 2011.

Tab. 13 Causes of outward migration from North-East India to other states/union territories of India (outside North-East India) as per place  
of last residence, 2011.

State (place of origin)

Percentage distribution of out-migrants due to different causes

Employment  
and business

Education Marriage
Moved  

after birth
Movement  

of family
Others

1. Arunachal Pradesh 15.87 18.23 9.21 2.53 30.42 23.74

2. Nagaland 21.65 9.56 14.50 3.34 32.32 18.63

3. Manipur 27.25 22.70 7.58 1.45 23.50 17.52

4. Mizoram 23.70 19.60 9.32 1.48 27.52 18.38

5. Tripura 21.75 6.11 18.04 1.85 32.40 19.85

6. Meghalaya 20.96 8.33 13.25 2.17 35.60 19.69

7. Assam 30.87 2.43 21.79 2.02 27.28 15.61

Source: Migration Table D-3, India, Census of India, 2011.
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N-E India for employment; East India attracts more 
out-migration from N-E India for marriage due to 
nearness and more socio-cultural homogeneity; and 
South India attracts out-migration of large volume of 
youths for education due to the availability of modern 
and diverse educational facilities and associated job 
opportunities.

4.5 Pattern of spatial variation in the causes  
of inward and outward migration

So far the causes of migration are concerned; there 
exists spatial variation with respect to the causes of 
inward and outward migration in N-E India depend-
ing on the prevailing variation in socio-economic con-
ditions in the areas of origin and destination. 

Among the states of North-East India, the pro-
portion of in-migrants coming for the purpose of 
employment and business is found to be the highest 
in Tripura (51.70%), followed by Mizoram (45.74%), 
Arunachal Pradesh (44.13%) and Nagaland (42.05%), 
and the lowest in Meghalaya (29.70%). In the case of 
marriage as the cause of in-migration, the proportion 
is found to the highest in Assam (30.22%) and the 
lowest in Mizoram (6.00%) (Tab. 12). The contribu-
tion of education towards in-migration in different 
states of N-E India is very insignificant.

Among the various causes of out-migration from 
the states of N-E India, movement of family, employ-
ment and business, marriage and education are con-
sidered to be important. On the other hand, among 
the states of out-migration, Assam witnesses the 
highest proportion due to employment and busi-
ness (30.87%); Meghalaya due to family movement 
(35.60%); Assam due to marriage (21.79%); and 
Manipur due to education (22.70%) (Tab. 13). 

5. Conclusion

The foregoing discussion reveals that although there 
has been no change in the volume of in-migration from 
different parts of India to North-East India as against 
marked decline in the volume of out-migration from 
the region to other parts of the country during 2001–
2011, the net migration rate in the region has become 
low positive from low negative. The decline in out-mi-
gration of population from N-E India in recent times is 
largely due to increased job opportunities and financial 
support to the different socio-economically marginal-
ized sections of people under various schemes of the 
state and central governments including MGNREGA.  
Among the north-eastern states, while the most pop-
ulous state of Assam handles around three-fourth of 
total migration, the sparsely populated hill states like 
Arunachal Pradesh and Nagaland witness consid-
erably high and moderate rate of net migration. As 
regards the volume and direction of in-migration and 
out-migration, it has been almost uniformly from and 

to Eastern India due to its nearness and the socio-cul-
tural similarity with the majority people of Assam 
and Tripura. While the pattern with respect to in-mi-
gration has remained almost the same, the volume of 
out-migration to Southern India and Western India 
has been on the rise due to fast growing diverse job 
opportunities with consequent decline in out-migra-
tion to Eastern India in recent times. In the case of 
rural-urban migration, the in-migration is dominated 
by rural population, and out-migration is contribut-
ed almost uniformly by both urban and rural popu-
lation. In gender terms, the in-migration from out-
side N-E India has been slightly male-dominant, and 
out-migration has been largely female dominant, and 
more so from rural areas.

The process of in-migration and out-migration and 
its volume to and from N-E India is associated with 
a variety of socio-economic factors including the dis-
tance between source and destination. In the case of 
in-migration it is largely contributed by employment 
and business, and marriage, while the out-migration 
from N-E India is caused mainly by movement of fami-
ly, and employment and business. Among the states of 
N-E India, while all the states witness very high con-
tribution of employment and business towards the 
volume of in-migration from outside the region with 
highest being in Tripura, the contribution of marriage 
in this respect is also quite significant in the case of 
Assam. The out-migration from N-E India is caused 
almost equally by both employment and business, and 
movement of family for better life and living. Although 
a large size of youths of N-E India moves out to differ-
ent parts of the country for education, it is quite signif-
icant in the case of Manipur, Mizoram and Arunachal 
Pradesh. Hence, a balanced development in all sectors 
in most parts of the country including its North-East 
region shall ensure a balanced pattern of in-migration 
and out-migration to and from the region. 
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ABSTRACT
This article investigates the morphostructural evolution of the Labe and Jizera rivers confluence area in the Bohemian Massif of 
Czechia. The main stages of morphostructural evolution are identified and related landform patterns are described. The lithological 
and tectonic character of this contact area between the Barrandian and the Bohemian Cretaceous Basin has been gradually evolving 
since the Early Palaeozoic. Tectonic subsidence of the northeastern part of the Bohemian Massif and the Cretaceous transgression 
of the sea caused extensive marine sedimentation, which covered the pre-Cenomanian relief. The uplift of the Bohemian Massif 
during the Santonian initiated a widespread erosion and denudation in the Tertiary. The Labe River valley constitutes a remarkable 
boundary between the morphostructural plateaus in the south and the system of river accumulation terraces of the Labe and Jizera 
in the north. The originally extensive and currently considerably eroded III. river terrace of the Labe was formed in the Elsterian 
glacial period (Cromerian complex c). The conspicuous Jizera alluvial fan developed during the aggradation phase of the VII. river 
terrace in the Upper Pleistocene. Subsidence along the NW-SE-trending Labe Fault zone, deciphered from the vertical throw of 
the VII. terrace rock bases of Labe as well as related paleochannels of its local tributaries, which caused the current asymmetry of 
the Labe valley, reached up to 14 meters prior to the Holocene. The different rock resistance to weathering, arrangement of fault 
structures and neotectonic movements that took place even during the late Quaternary significantly influenced the intensity of 
varied climate-morphogenetic processes.
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1. Introduction

1.1 Topics and objectives

The study area is situated in the Central Bohemia 
(Czechia) and it is represented by the confluence of 
the Labe (Elbe) and Jizera rivers. It is in a territory of 
natural and archaeological importance on the contact 
area between the south-eastern edge of the Bohemi-
an Cretaceous Basin and the north-eastern Barran-
dian region. The main aim of the present paper is to 
decipher morphostructural evolution of the area. The 
landforms are studied as part of the relic record of the 
palaeogeographic evolution of the natural environ-
ment. This geomorphological topic about one of the 

historically unique areas in the Czech part of the Labe 
basin was chosen because of an extraordinary inform-
ative value of its landforms of different development 
and age. The analytical data on the geomorphological 
development in the Labe and Jizera confluence area is 
continuously interpreted in the context of the knowl-
edge about the central part of the Bohemian Massif 
and the main stages of the development of its river 
network during the late Cenozoic.

According to the geomorphological classification of 
the Bohemian Massif (Balatka and Kalvoda 2006), the 
Labe and Jizera confluence area belongs to the mor-
phostructural unit of the Středolabská tabule Table 
within the sub-province of the Česká tabule Table 
and the area of the Středočeská tabule Table. This 

Fig. 1 Geomorphological units in the Labe and Jizera confluence area (169 m a.s.l.; 50°10̕21̕̕  N, 14°42̕ 56̕̕  E), situated  
at the morphostructural contact of the Českobrodská tabule Table and Mělnická kotlina Basin (Source: Balatka and Kalvoda 2006;  
DEM by Czech Office for Surveying, Mapping and Cadastre 2019).
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geomorphic division conforms with morphostruc-
tures of the 2nd and 3rd order in the Bohemian Massif 
according to Demek et al. (2009). It concerns block 
morphostructures on the basement with upland and 
hilly land as well as complex systems of basin-and-
range relief of the Central Bohemia Terrane.

The flat to flat-hilly character of the Středolabská 
tabule Table is divided by tectonic zones, which 
determined the formation of the morphologically 
different subunits of the Mělnická kotlina Basin and 
Českobrodská tabule Table (Fig. 1). The morphostruc-
tural boundary between these subunits runs across 
the studied area in the SE–NW direction and mostly 
follows the fault system of the Labe Fault zone (Fig. 2). 
Differential tectonic movements during the younger 
Cenozoic also determined other orographic features 
of the Středolabská tabule Table (Tyráček et al. 2004; 
Coubal 2010; Grygar 2016). In the neotectonically con-
ditioned depression of the Staroboleslavská kotlina 
Basin, a flat erosion-accumulation relief was formed, 
which is bounded in the north both tectonically (Cece-
mínský and Turbovický Ridges) and in terms of ero-
sion and denudation (Dolnojizerská tabule Table). 
The flat relief of the Českobrodská tabule Table passes 

into the hilly terrain at the Kojetický hřbet Ridge and 
the Bylanská pahorkatina Hilly land (Fig. 1). The high-
er elevation differences of the relief here were caused 
by neotectonic movements and varying bedrock resis-
tance to erosion and denudation.

The morphostructural features of the contact area 
between the Barrandian and the Bohemian Creta-
ceous Basin have been gradually evolving since the 
Austrian phase of the Alpine orogeny. During this 
period of tectonic activity, the subsidence of the 
northeastern part of the Bohemian Massif accompa-
nied by the Cenomanian and Santonian Sea transgres-
sion took place, causing sedimentary processes in the 
Bohemian Cretaceous Basin (Chlupáč et al. 2002). 
This ended a palaeo-climatically variable period of 
erosion and denudation of the pre-Cenomanian pla-
nation surface. Triassic terrigenous deposits of the 
Bohemian Massif are of a kaolinic type, produced by 
the intensive weathering of exhumed rocks in a humid 
tropical climate, which took place up until the Lower 
Cretaceous.

The varied relief in the Labe and Jizera confluence 
area is a result of the specific geological structure of 
the southwestern part of the Bohemian Cretaceous 

Fig. 2 Scheme of the geological structure in the contact area between the north-eastern zone of the Barrandian and the south-eastern 
margin of the Bohemian Cretaceous Basin. Key: 1 – Proterozoic (mainly wacke, siltstones and phyllitic schists), 2 – Ordovician (conglomerates, 
sandstones, clay and sand shales, quartzites), 3 – Cretaceous (quartzose and calcareous sandstones, varied relics of marine and freshwater 
sediments), 4 – Quaternary (fluvial, slope and aeolian deposits), 5 – town, 6 – geological cross-profile (Fig. 9), 7 – fault zone, LFZ – Labe fault 
zone, JFZ – Jizera fault zone. Source: Czech Geological Survey: Map applications, version 1B.2, 2019; Uličný et al. 2009; Coubal 2010.
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Basin (Fig. 2). In the exhumed part of the basin, Creta-
ceous and Tertiary platform sediments cover Protero-
zoic and Palaeozoic rocks of the northeastern zone of 
the Barrandian complex (Volšan et al. 1990; Holásek 
et al. 2005). The oldest relics of morphogenetic pro-
cesses originated in the Upper Cenomanian, when 
some of the Barrandian Proterozoic outcrops protrud-
ed above sea level in the form of cliffs or were affected 
by abrasion as shallowly submerged elevations (Žítt 
and Nekovařík 2001). These relics of palaeo-morpho-
genetic processes were identified mainly on the rock 
exposures west of Brandýs nad Labem (Fig. 3).

In this paper, we deal with the morphostructur-
al evolution of the Labe and Jizera rivers confluence 
area. It is based on complex interpretation of our own 
field data and particulars collected from earlier valu-
able works. A variety of natural processes during the 
palaeogeographic history of the contact area between 
the Barrandian and the Bohemian Cretaceous Basin 
allowed for an assessment of the main stages of the 
morphostructural landform evolution (Chapter 2) 
and an identification of their recent patterns in the 
Labe and Jizera confluence area (Chapter 3). Further-
more, significant periods of geomorphological chang-
es during the Quaternary (Chapter 4) were verified 
and/or identified in this area and the main types and 
intensity of recent morphogenetic processes and phe-
nomena were determined.

1.2 Research methods

The current knowledge of the palaeogeograph-
ic development of the central part of the Bohemian 
Massif is based on remarkable tradition of more than 
hundred years of natural science research in this area. 
The systematic evaluation, correlation, and integra-
tion of the results of these works are the methodo-
logical and knowledge base of recently completed or 
ongoing research. Extensive and inspiring sets of field 
and laboratory data, map series and documentary 

holdings enable both the preparation of comprehen-
sive monographs (e.g., Kovanda et al. 2001; Chlupáč et 
al. 2002) and the formulation and solution of specific 
and current research problems in selected localities. 
Examples include works on Quaternary geological and 
geomorphological topics (Záruba et al. 1977; Tyráček 
et al. 2004; Tyráček 2010; Balatka et al. 2015).

The geomorphology of the middle Labe and low-
er Jizera valleys has been studied by many authors. 
Most of the works focused on the description and 
development of morphological formations (Drahota 
1931; Balatka 1966; Novotná 1998; Růžičková and 
Zeman 1994; Mikisková 2009) and/or on climatically 
and morphogenetically significant periods in the Qua-
ternary (e.g., Balatka 1960; Balatka and Sládek 1965; 
Hrubeš 1999; Boháčová et al. 2000). Detailed geomor-
phological research in the Labe and Jizera confluence 
area is also motivated by recent studies on the evolu-
tion of the valley and river accumulation terrace sys-
tem in the central part of the Bohemian Massif (Balat-
ka and Kalvoda 2008; Balatka et al. 2015), including 
the Sázava River basin (Balatka and Kalvoda 2010; 
Balatka et al. 2010).

The methodological procedure of geomorpholog-
ical research in the Labe and Jizera confluence area 
is based on a comprehensive approach to the topic 
under scrutiny, systematic processing, and interpre-
tation of field work results. The basis of this research 
was field reconnaissance based on the evaluation of 
available data from geological, geophysical, and geo-
graphical publications and map documents. In the 
studied area, the following sub-thematic areas were 
gradually addressed: 1) field documentation of mor-
phostructural and climate-morphogenetic landform 
assemblages and their development, including recent 
morphogenetic processes; 2) interpretation of geo-
logical data and results of geomorphological analy-
sis focused on the morphostructural relief evolution; 
3) identification of significant changes in intensity 
and integration of neotectonic and climate-morpho-
genetic processes during the Quaternary. Based on 
existing and newly discovered data, the present paper 
describes the characteristic features of structural 
landforms and identifies the main stages of morpho-
structural evolution of the Labe and Jizera confluence 
area during the Cenozoic.

The research of river accumulation terraces in the 
Labe and Jizera confluence area was based on the 
evaluation of an extensive set of older research works 
that focused on the river terrace systems of the middle 
Labe, lower Jizera and their tributaries. The obtained 
data on fluvial sediments, together with the 1 : 50,000 
scale geological map (Czech Geological Survey 2019), 
were used mainly in the field survey of the studied 
area to verify the existence and update the delimita-
tion of the extent of the river accumulation terraces. 
In addition to the localisation of the individual fluvi-
al terraces, the relative heights of their surface and 
base and the opinions of the individual authors on 

Fig. 3 Boulder conglomerates of the littoral breaker facie of the 
Korycany layers at the Kuchyňka elevation (242 m a.s.l.), which was 
created by marine abrasion during the Upper Cenomanian, are 
unique evidence of the activity of palaeo-morphogenetic processes 
in the region of the Labe and Jizera confluence. Source: Žítt et al. 
1998.

B
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the stratigraphic classification of the respective fluvial 
accumulations were monitored.

In the next stage of the work, the studied river ter-
races were categorised based on the relative height 
of their base and/or surface. The surface and base 
elevations of fluvial accumulations were derived 
from ZABAGED data (2014), as well as from maps of 
Quaternary base isolines (Herrmann and Burda Eds. 
2016) and from borehole data from the GDO data-
base (2020). The Labe and Jizera river terrace dataset 
organised in this manner was compared with the riv-
er accumulation terraces of the Vltava River, accord-
ing to the works of Záruba et al. (1977), Tyráček et 
al. (2004) and Tyráček and Havlíček (2009). The 
INQUA stratigraphic classification of the Quaternary 
was used as the current temporal parameter (see, e.g., 
Gibbard and Cohen 2008; Gibbard et al. 2009).

2. Geological evolution and origin  
of morphostructural landforms  
in the study area

2.1 Palaeogeographic history  
from the Precambrian to the end of the Mesozoic

The oldest rocks of the Středolabská tabule Table 
and the surrounding areas were formed in the Upper 
Proterozoic, when the terrestrial weathered rocks 
were deposited in the marine basin. Proterozoic 
sediments were consolidated during the Cadomian 
orogeny (Havlíček 1963; Havlíček et al. 1987; Volšan 
et al. 1990; Holásek et al. 2005), during which the 
Barrandian rock complex was formed. The intensity 
of metamorphosis of Proterozoic rocks varies, but 
weakly regionally metamorphosed sediments pre-
dominate. These rocks of the Kralupy-Zbraslav Group, 
represented mainly by wacke, siltstones and phyllitic 
schists, form together with Ordovician sediments the 
north-eastern Barrandian zone (Fig. 2).

During the Cadomian orogeny at the end of the 
Upper Proterozoic and the beginning of the Cambrian, 
the Neratovice body of basic volcanic rocks, which has 
a volcano-sedimentary character caused by repeat-
ed intrusions along tectonically predisposed zones, 
was formed (Fediuk et al. 1966; Šmejkal and Melková 
1969; Volšan et al. 1990). The rocks of the Kralupy-
Zbraslav Group are strongly affected by kaolinic 
weathering up to a depth of several tens of metres 
(Havlíček et al. 1987) and were therefore exposed to 
exogenous agents for a long time. In younger geologi-
cal periods, silicic sediments with higher resistance to 
weathering rose above the surrounding palaeo-relief 
or above sea level in the form of cliffs (Loyda 1950). 
Conversely, sedimentary rocks with a predominance 
of siltstones and slates formed the lower parts of the 
pre-Cenomanian relief due their faster weathering 
and denudation.

The oldest crystalline rocks of the central part of the 
Bohemian Massif were developed by a long-term sed-
imentation of material that was transported from the 
mantle rock of the Precambrian dry land to an epicon-
tinental sea. These marine sediments were repeated-
ly and to various extents metamorphosed during the 
Precambrian and the Early Palaeozoic. The complex 
of sedimentary rocks in the wider area of the pres-
ent-day Labe and Jizera confluence area has no rocks 
from the Cambrian period. According to Holásek et al. 
(2005), this area was outside the sedimentary zone 
during the Cambrian, or the Cambrian sediments may 
have been rapidly eroded. The Ordovician sediments 
of the Barrandian were then discordantly deposit-
ed on the tectonically disturbed Cadomian bedrock, 
of which five formations have been preserved: the 
Třenice (Tremadocian; conglomerates, sandstones), 
the Klabava (Arenig; clay shales), the Šárka (Llanvirn; 
sandy shales), the Dobrotivá (Dobrotiv; clay shales, 
rock quartzites) and the Beroun (Havlíček et al. 1987; 
Vaněk 1999). These Ordovician rock formations were 
formed in shallow marine basins and plateaus, and 
the character of each formation shows considerable 
changes in palaeo-relief and sedimentary conditions.

The sediments of the Třenice and Klabava Forma-
tions are composed of local material that was trans-
ported from the close vicinity of the sedimentary 
basin by abrasion, occasional flows, mudflows, or 
slides. The Třenice Formation was created by sedi-
mentation in a shallow sea that was flanked by moun-
tain ranges. The Klabava Formation was created in 
an environment of isolated marine basins and bays, 
in the vicinity of which there were already deeply 
eroded relics of mountain ridges. The sedimentation 
of the Šárka Formation material took place main-
ly in lagoons, with its source area likely being more 
distant parts of the landmass (Havlíček et al. 1987; 
Vaněk 1999). The Šárka sandy shale formations are 
rich in siliceous concretions with bio-stratigraphical-
ly significant fossil fauna (Röhlich 1952), which con-
firms their Llarvinian age. The Dobrotivá Formation 
was formed by sedimentation of weathered rocks in 
a shallow basin environment with extensive plateaus 
and deltas (Kukal 1963). According to Holásek et al. 
(2005), the sedimentation of the north-eastern Bar-
randian Formation is likely to have continued until 
the Middle Devonian.

In the Upper Devonian and Lower Carboniferous, 
the Proterozoic and Early Palaeozoic sediments of the 
Barrandian area were strongly influenced by Variscan 
(Hercynian) orogeny. The tectonic disintegration of 
the Proterozoic rock mass is evidenced by the numer-
ous occurrences of fissures, fractures, fault zones and 
crushing of some silicate layers (Kovanda et al. 2001; 
Chlupáč et al. 2002). The Early Palaeozoic rocks were 
consolidated, folded, and permeated by faults and 
reverse faults during the Variscan orogeny. For exam-
ple, in the quarry to the west of Popovice, the so-called 
Závist-type fault was exposed, according to which 
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Fig. 4 Scheme of the geological structure of the Vykáň flexure in the southern part of the Bohemian Cretaceous Basin.  
Key: 1 – fault: identified, expected, 2 – flexural folding, 3 – Jizera formation (Upper Cretaceous), 4 – Bílá hora formation,  
5 – Peruc-Korycany formation, 6 – Černý Kostelec formation (Permian), 7 – the Ordovician rocks of the Prague Basin,  
8 – Štěchovice group (Upper Proterozoic), 9 – Kutná Hora crystalline complex, A – geological section of the Vykáň flexure  
(Fig. 5), B – geological section of the Kounice fault (Fig. 6), C, D – geological sections of the western part of the Kounice  
fault (Fig. 7). Source: Coubal 2010.

 
Fig. 5 Geological section of the Vykáň flexure. The location of section A is presented in Fig. 4 and the key is in 
Fig. 6. Source: Coubal 2010.

the Upper Proterozoic rocks were pushed onto the 
younger Třenice Formation. No Závist-type reverse 
faults developed to the east of Prague, but smaller and 
younger reverse faults caused by similar tangential 
pressures were formed there. Havlíček (1963) places 
the origin of the Závist-type fault in the pre-Westpha-
lian phase of the Variscan folding, and Knížek (2013) 
specifies the period of its origin to the Tournaisian-Vi-
sean boundary in the Lower Carboniferous. Another 
tectonic reverse fault was discovered by a borehole at 

the dam of the Hrušovský Pond (Kukal 1963), where 
the Šárka Formation is covered by younger strata of 
Dobrotivá shales and Skalec quartzites. The Klabava 
and Šárka Formations were also disrupted by trans-
verse faults in the NW–SE direction (Havlíček et al. 
1987; Holásek et al. 2005).

During the Upper Carboniferous, the north-east-
ern Barrandian area was probably part of the margin 
of limnic basins (Holásek et al. 2005). To the NW of 
the studied Labe and Jizera confluence area, between 
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Tišice and Dřísy, the southern margin of the Roudnice 
and Mšeno Carboniferous basins is located. There, in 
the substratum of Cretaceous sediments, a borehole 
survey has also revealed the Radnice (silty and coaly 
claystones, sandstones, conglomerates) and Nýřany 
layers (arkosic sandstones, siltstones, claystones) of 
the Kladno Formation (Zelenka et al. 2006). On the 
other hand, to the southeast of the studied area, in 
the vicinity of Český Brod, Permo-Carboniferous sed-
iments of the Blanická brázda Furrow have been pre-
served (Fig. 4). In the Labe and Jizera confluence area, 
Permo-Carboniferous sediments were found in only 
one borehole, west of Lysá nad Labem at a depth of 
117 m. Their absence in a major part of the studied 
area is probably caused by erosion during the Lower 
Cretaceous.

The denudation and erosion of the north-eastern 
Barrandian zone also continued in the Permian and 

Lower Cretaceous (Holásek et al. 2005), and this area 
was part of the Variscan consolidated core of the 
Bohemian Massif. This is how the pre-Cenomanian 
planation surface was created in a semiarid and very 
warm climate, which cuts through both Proterozo-
ic and Palaeozoic rocks (Svoboda 1998). Extensive 
marine transgressions in the Triassic formed the 
Hercynian platform into a peninsula and later into 
an island of the so-called Vindelician Ridge, whose 
northern part was central Bohemia. 

The Jurassic Sea in the Bohemian Massif was a rel-
atively narrow and shallow strait connecting the Ger-
man and Carpathian Seas. In the Lower Cretaceous, 
intense rock weathering took place in a humid trop-
ical climate, forming a powerful mantle of tropical 
weathered rocks. The part of the Bohemian Massif 
that emerged above the “Cretaceous” sea was still a 
compact block of Hercynian origin, on the surface of 

 
Fig. 6 Geological section of the Kounice fault. The location of section B is presented in Fig. 4. Key: 1 – Quaternary sediments,  
2 – Jizera and Bílá hora formation (Upper Cretaceous), 3 – Korycany formation (fine-grained sandstone), 4 – clay parting  
of the Peruc formation, 5 – fine/medium-grained sandstone of the Peruc formation, 6 – coarse-grained sandstone of the Peruc  
formation, 7 – conglomerate parting of the Peruc formation, 8 – Černý Kostelec formation (Permian), 9 – the Ordovician rocks  
of the Prague Basin, 10 – Štěchovice group (Upper Proterozoic), 11 – fault, V – longitudinal fault of the Vykáň flexure,  
Kn – Kounice fault, C – Černice fault (see Fig. 5). The location of section B is presented in Fig. 4. Source: Coubal 2010.

 
Fig. 7 Geological sections C and D, in the western part of the Kounice fault. The locations of these sections are  
presented in Fig. 4 and the key is in Fig. 6. Source: Coubal 2010.



42 Tereza Steklá, Jan Kalvoda

which a peneplain with a thick mantle of regoliths 
was largely developed (Demek 2004). This morpho-
structurally relatively uniform surface, flattened by 
erosion-denudation processes, had a height of up to 
approximately 200 m above the then sea level.

The north-eastern part of the Bohemian Massif 
subsided during the Austrian phase of Alpine oroge-
ny. For this reason, marine sedimentation took place 
there from the Cenomanian to the Santonian, during 
which mainly the deposits of the Bohemian Creta-
ceous Basin were formed. The source areas of mainly 
clastic Cretaceous sediments were the landmasses of 
the Central Bohemian and Sudeten Islands (see, e.g., 
Engel and Kalvoda 2002). The marine Cretaceous 
sediments cover the Permo-Carboniferous sedimen-
tary formation, which is underlain by the crystalline 
rocks of the Bohemian Massif, including granitoids. 
The shallow sea advanced from the Turonian to the 
Middle Coniacian quite far south of the Prague area 
(Kovanda et al. 2001; Chlupáč et al. 2002). This trans-
gression of the sea into the central part of the Bohe-
mian Massif, during which for the first time since the 
Precambrian exhumed crystalline rocks were sub-
merged and the post-Hercynian planation surface on 
top of them caused by denudation, was terminated 
by secular epiplatform uplift during the Santonian, 
85.5–83 million years ago.

The ruggedness of the relief of the pre-Ceno-
manian planation surface significantly influenced 
the extent and nature of marine sedimentation in the 
Upper Cretaceous (Fig. 2). This extensive marine sed-
imentation was caused by the subsidence of part of 
the Bohemian Massif along the Labe Fault zone (i.e., in 
the NW–SE direction) and by the subsequent eustatic 
rise of the ocean surface (Uličný 1997). The essential 
morphostructural landforms of the palaeo-relief of 
the studied area included mainly two morphostruc-
tural elevations of the NW–SE direction. This is the 
Kojetice elevation, which forms the eastern foreland 
of the extensive Unhošťsko-Turský hřbet Ridge (Matě-
jka 1936), and the parallel elevation between Prague 
and Brandýs nad Labem (Žítt et al. 1998). This ridge 
extended into the area of the present-day Labe and 
Jizera confluence area from the outskirts of Prague 
through Kuchyňka and Černá skála to the Labe in the 
Veleň – Přezletice – Záryby – Brandýs nad Labem zone. 
In the early stages of Cretaceous sedimentation, the 
flat ridges rose above sea level (Svoboda 1996) and 
their complete submergence occurred only during 
the Upper Cenomanian and Lower Turonian sedi-
mentation stages. In places, abrasion facies were also 
preserved, showing the position of the then marine 
coastline (Havlíček et al. 1987; Volšan et al. 1990). In 
contrast, the areas with Ordovician rocks were in low-
er areas compared to Proterozoic rocks and thus were 
part of the marine sedimentary area already for the 
oldest Peruc layers. 

The transition from a continental to marine sedi-
mentary environment during the Upper Cenomanian 

is evidenced in the Středočeská tabule Table by the 
character of the sediments of the Peruc Formation, 
which is made up of fluvial, lacustrine, deltaic, and 
lagoonal type accumulations. The low thickness of 
the Peruc layers and their heteropic juxtaposition 
with younger Korycany layers suggest the Upper 
Cenomanian age of their sedimentation. However, an 
older age of the Peruc layers, namely the Lower Ceno-
manian–Albian layers, cannot be ruled out (Havlíček 
et al. 1987; Holásek et al. 2005; Volšan et al. 1990). 
The lower Peruc layers were probably deposited in 
the fluvial environment of freely meandering and/
or braided streams. According to Volšan et al. (1990), 
the valley of this paleoflow was formed on poorly 
consolidated Carboniferous sediments. Findings of 
marine microplankton in the upper clay layers of the 
Peruc Formation demonstrate that their deposition 
occurred in the environment of coastal lagoons and 
estuaries occasionally connected to the sea (Kříž et al. 
1984). For example, west of Třeboradice, both lagoon-
al sediments of the upper clay layer and marine sed-
iments were simultaneously deposited next to each 
other. According to Svoboda (2004), their synchro-
nous deposition is a consequence of the influence of 
epeirogenetic movements on the formation of sedi-
mentary basins.

The younger Korycany layers (quartzose sand-
stones, calcareous sandstones) were already being 
deposited at the bottom of the shallow Upper Ceno-
manian Sea. Their age is confirmed by local finds of 
rich fauna in the highest altitudes of this layer (e.g., 
Černá skála quarry; Enc 1984). The Upper Ceno-
manian sediments are absent only in the highest alti-
tudes of the Unhošťsko–Turský hřbet Ridge and the 
elevation zone Veleň – Přezletice – Záryby – Brandýs 
nad Labem, which were not flooded during this 
marine transgression. In the sand pit near Přezlet-
ice, it was documented (Havlíček et al. 1987; Volšan 
et al. 1990) that the Korycany layers were deposited 
between two bands of Ordovician quartzites, which 
probably formed islands during the sedimentation of 
coarse clastics.

The relics of abrasion (surf) facies, which were 
found on the Proterozoic elevations in the belt 
between Čakovice and Brázdim (Břízová et al. 2005; 
Havlíček et al. 1987), also come from the Upper Ceno-
manian period. The best-preserved remnants of abra-
sion facies are on Kuchyňka Hill (242 m a.s.l.) east of 
the village of Brázdim (Fig. 3). The well-sorted and 
rounded bioclasts, spastic matrix and coarse terrig-
enous clastics indicate that these sediments were 
deposited in an environment with a relatively high 
transport rate. These Upper Cenomanian sediments 
were probably deposited in the upper part of the sub-
littoral zone (Havlíček et al. 1987; Volšan et al. 1990), 
and Žítt et al. (1998) identified at least three sedimen-
tation cycles at the Kuchyňka site. Two of these cycles 
took place in the Upper Cenomanian and one only in 
the Lower Turonian. Traces of abrasion deposits have 
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also been found in the studied area at other elevations 
formed by Proterozoic silicates, e.g., at Černá skála and 
Kojetice quarry (Žítt and Nekvasilová 1991).

After an interrupted sedimentation at the begin-
ning of the Turonian, there was a transgression and 
deepening of the seabed, during which the highest 
flat ridges were flooded and then the sediments of 
the Bílá Hora Formation were deposited under open 
sea conditions (Holásek et al. 2005). The deposition 
of the Jizera Formation took place in similar marine 
conditions. In terms of lithofacies, the Cretaceous sed-
iments in the studied area belong to the Prague region 
(Havlíček et al. 1987; Volšan et al. 1990). Towards the 
north, the area of the Bílá Hora and Jizera Formations 
increases substantially, which indicates a deepening 
of the sedimentary basin after the marine transgres-
sion in the Lower Turonian.

Shallow sedimentary basins were formed on crys-
talline bedrock also in southern Bohemia, and the 
nature of their Cretaceous sediments shows that they 
were transported from the surrounding areas togeth-
er with the products of tropical weathering. The relics 
of Cenomanian freshwater sediments in the Bohemian 
Massif are mainly represented by kaolinic sandstones 
whose material comes from the denuded surface of 
rising Cretaceous basins with abundant vegetation 
and newly emerging regolith. The post-Hercynian 
peneplain was thus covered by kaolin and lateritic 
regoliths and currently lies beneath the Upper Creta-
ceous sediments of the Bohemian Cretaceous Basin. 

The tectonic uplift of the central part of the Bohemian 
Massif at the end of the Santonian was then caused by 
the ongoing Alpine and Carpathian orogeny and man-
ifested itself by the complete subsidence of the Upper 
Cretaceous epicontinental sea.

2.2 The dynamics of Cenozoic evolution  
of morphostructural landforms

At the end of the Cretaceous period, during the onset 
of Alpine orogeny, inversion of the Bohemian Creta-
ceous Basin took place, so the studied area became 
dry land during the Tertiary. The extent and thickness 
of the Cretaceous sediments were significantly higher 
in the beginning of the Tertiary than they are today. 
These sediments were substantially reduced by the 
long-term Tertiary erosion and denudation and only 
the oldest formations have been preserved. The sig-
nificant denudation of the Cretaceous sediments 
is also confirmed by the exhumed neovolcanics of 
Eocene and Lower Miocene age (Holásek et al. 2005). 
These diatremes, veins and lava plugs of volcanic fun-
nels and principal vents, penetrated the Cretaceous 
sediments of the Coniacian and Turonian age, but they 
did not reach the surface of the Tertiary palaeo-relief 
at the time of their origin. The nearest neovolcanic 
outcrop to the present-day Labe and Jizera confluence 
is situated northeast of Neratovice on the Záboří Hill 
(228 m a.s.l.). It is made of olivine nephelinite, which 
encloses fragments of Cretaceous sediments. A chart 

Tab. 1 A chart of the morphostructural evolution of the Barrandian and Bohemian Cretaceous Table contact area from the Neo-Proterozoic  
to the Quaternary. 

Geological periods Principal morphostructural and climate-morphogenetic processes and phenomena

Quaternary: Evolution of river systems of accumulation terraces (see Tab. 2).

Differencial tectonic uplift and movements along fault zones.

Neogene:
Pliocene

Middle Miocene

Evolution of the oldest relics of fluvial sediments of rivers in Central Bohemia (Klínec stage).

Vault uplifts of the Labe and Sázava watershed regions.

Rivers from the present-day Polabí region headed eastwards through the Chlum Gate to the East Bohemian Gulf  
of the Miocene Sea.

Mega-syncline fold of the Labská pánev Basin.

Formation of the Neogene post-volcanic planation surface and exhumation of neovolcanites.

Reduction of sedimentary formations by long-term erosion and denudation.

Lower Miocene
Aquitanian – Burdigalian

End of Oligocene  
and Lower Miocene

Tectonic disintegration of the Palaeogene planation surface caused by differential movements of new  
and revived fault structures (NW-SE, WNW-ESE) during the Saxonian phase of Alpine orogeny.

Planation processes were interrupted by tectonic movements.
The intrusion of plutons of the rifting stage of volcanism into Barrandian, Permo-Carboniferous and Cretaceous rocks. 
Formation of olivine nephelinite elevations.

Palaeogene: Palaeo-flows in Central Bohemia form shallow and wide valleys with a low gradient.

Development of the Palaeogene planation surface with a cover of lateritic and kaolinic weathering products  
of rocks (formation of duricrusts).

Laramide phase of Alpine orogeny:
– Uplift and tectonic dissection of the Bohemian Massif
– Formation of graben structures and tectono-volcanic zones

Gradual exhumation and reduction of rock complexes of Cretaceous age by long-term erosion and denudation.
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Mesozoic:
Upper Cretaceous
Santonian

Marine sedimentation was terminated by secular epiplatform uplift of the Czech part of the Bohemian Massif 
during the ongoing Alpine and Carpathian orogeny.

Coniacean Advance of the shallow sea to the south of the Prague area and submergence of the post-Hercynian  
planation surface.

Turonian Sedimentation in the open sea conditions (Bílá Hora Formation).
Flooding of the highest elevations of the pre-Cenomanian relief (Jizera Formation).
Transgression and deepening of the seabed.
Interruption of sedimentation during the sub-Hercynian stage of Alpine orogeny (stratigraphical hiatus).

Cenomanian Sedimentation in the shallow sea (Korycany layers).
The highest parts of the pre-Cenomanian relief rise above the sea level in the form of coastal or island cliffs  
(relics of the abrasion facies).

Epeirogenetic movements influenced the development of sedimentary basins with lagoonal and marine sediments.

Transition from continental to marine sedimentary environments with gradual deposition of fluvial, lacustrine, 
deltaic, and lagoonal-type sediments (Peruc layers).

Lower Cretaceous The Austrian phase of the Alpine orogeny:
– Subsidence of the north-eastern part of the Bohemian Massif along the Labe Fault zone (NW–SE).
– Eustatic uplift of the ocean level.

Continued erosion and denudation of the consolidated crust of the Bohemian Massif created a pre-Cenomanian 
planation surface that cuts the rocks of the Barrandian complex and underlies the Cretaceous sediments of the 
basin.

Jurassic

Triassic

Origin of a shallow strait of the Jurassic Sea in the northern and north-eastern part of the Bohemian Massif.
Long-term effects of erosion and denudation (stratigraphic hiatus).

Central Bohemia is part of the Hercynian platform, a peninsula/island of the so-called Vindelician Ridge.

Palaeozoic:
Permian Formation of the post-Hercynian planation surface in the Bohemian Massif.

Sedimentation of a predominantly limnic filling in the Blanická brázda Furrow.

Asturian phase of Hercynian (Variscan) orogeny:
– Tectonic subsidence in the Labe Fault zone with a NW-SE direction of morpholineaments 

Carboniferous – Formation of the Blanická brázda Furrow and morpholineaments with a NNE-SSW direction.

Extensive denudation of the Hercynian (Variscan) mountains of the Bohemian Massif.
Formation of sediments in the Roudnická and Mšenská pánve Basins, the Kladno Formation, mainly in the limnic 
environment.

Hercynian (Variscan) orogeny in the Bohemian Massif:
– Formation of a chain of mountains with a height of several thousand meters and deep intrusion of granitoids of 
the Central Bohemian Suture
– Tectonic disruption of the Barrandian complex associated with the formation of faults and reverse faults.

Marine sedimentation and basic submarine volcanism.
Evolution of the Barrandian Formation in the Prague area.

Sedimentation of weathered rocks in a shallow marine basin environment with extensive plateaus and deltas 
(Dobrotivá Formation).

Sedimentation of material from more distant parts of the land in the environment of lagoons (Šárka Formation).

Devonian

Silurian

Upper Ordovician
Keradoc

Middle Ordovician
Llarvinian

Lower and Middle Ordovician
Arenig

Sedimentation of local material into the environment of isolated marine basins and bays fringed by eroded 
mountain ridge relics (Klabava Formation).

Lower Ordovician
Tremadoc

Sedimentation of local material transported by abrasion, occasional flows, mudflows or slides into a shallow sea 
fringed by mountain ranges (Třenice Formation).

Cambrian The studied area is outside the sedimentation zone. Extensive erosion and transport of deposited material 
(stratigraphic hiatus).

Cadomian orogeny in the Bohemian Massif:
– Consolidation of the Barrandian complex
– Repeated lava intrusions along predisposed zones (formation of the Neratovice body).

Sedimentation of the weathering material mantle into the epicontinental sea (Kralupy-Zbraslav group  
of sediments).

Neo-Proterozoic:
Ediacaran
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of the morphostructural evolution of the Barrandian 
and Bohemian Cretaceous Table contact area from the 
Neo-Proterozoic to the end of the Neogene is present-
ed in Tab. 1. 

In the studied area of the Labe catchment, during 
the Saxonian phase of Alpine orogeny, the develop-
ment of new faults took place along with reactiva-
tion of fault systems with a predominant NW–SE to 
WNW–ESE direction (Volšan et al. 1990). Along most 
of the faults, there was subsidence of blocks located 
closer to the axis of the Cretaceous basin. The main 
fault zone, with a NW–SE direction, runs along the 
current watercourse of the Labe. It continues in a 
south-eastward direction as a remarkable fault sys-
tem of the Vykáň flexure, whose down-faulted blocks 
subsided by up to 30 m with an east-northeast flank 
fold of 3–5° (Figs. 4 and 5). The height of the vertical 
displacement on this fault zone decreases towards the 
WNW (Vohanka 1966), so neotectonic movements of 
only a few meters have been detected NW of Nera-
tovice. Along this main fault zone, the Cretaceous 
formations of the northeastern subsided block are 
in direct contact with the Proterozoic and Palaeozoic 
rocks. Several morpholineaments of the NE–SW direc-
tion cut through the rocks of the Barrandian complex 
and Cretaceous sedimentary formations in the form 
of straight valley sections. Considering their present 
location, we conclude that in addition to the vertical 
component of neotectonic movements, there was also 
an overall horizontal shift of up to ca 400 m along the 
Labe fault. The fault zone of the Vykáň flexure gave 
rise to morphologically conspicuous cross faults, such 

as the Mochov and Kounice faults (Figs. 4, 6 and 7), 
while a pure left-slip by up to 1400 m was identified 
at the Mochov fault (Coubal 2010). The convergence 
of two originally parallel faults, namely the Kounice 
Fault and the Vykáň Flexure fault, led to the tectonic 
separation of the Polabí morphostructures from the 
area of the Permian rocks of the Český Brod and the 
Blanická brázda Furrow.

According to Volšan et al. (1990), tectonic move-
ments during the Quaternary are linked to NE–SW 
faults, which affected the considerable thickness of the 
fluvial sediments of the Mělnický úval Basin. Havlíček 
et al. (1987) agree with this opinion; young tecton-
ic movements in the younger Quaternary explain the 
higher fluvial sediment strengths on the right bank of 
the Labe River. In the Labe and Jizera confluence area, 
it is more difficult to identify the evolution of fault 
structures precisely because of the extensive cover of 
Quaternary sediments, especially the fluvial accumu-
lation terraces of the Labe River.

3. Identification of Quaternary 
morphostructural landforms  
in the Labe and Jizera confluence area

The geological structure and lithology of the rocks in 
the Labe and Jizera confluence area played a signifi-
cant role in the development of the current morpho-
structural landforms (Fig. 8). Particularly striking is 
the asymmetry of the slopes of the Labe valley (Fig. 9), 

Fig. 8 Digital model of the terrain featuring the geological structure of the Labe and Jizera confluence area, viewed from NE to SW. Key: 
1 – Kralupy-Zbraslav group (Proterozoic), 2 – Štechovice group (Proterozoic), 3 – Klabava formation (Ordovician), 4 – Šárka formation 
(Ordovician), 5 – Dobrotiv and Libeň formations (Ordovician), 6 – Dobrotiv formation (Ordovician), 7 – Peruc-Korycany formation 
(Cretaceous), 8 – Bílá hora formation (Cretaceous), 9 – Jizera-Bílá hora formation (Cretaceous), 10 – Pleistocene sediments, 11 – Holocene 
sediments, B – Brandýs nad Labem, LT – Lázně Toušeň. A detailed description of the rock assemblages from the marked geological periods is 
presented in the 2nd chapter. Source: Tereza Steklá, ZABAGED 2014. 
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which was formed by fluvial erosion along the fault 
system of the Labe Fault zone (Fig. 2). The Labe valley 
thus represents a morphological boundary between 
different types of relief on its right (NE) and left (SW) 
banks.

A relatively steep tectonically controlled left bank 
of the Labe valley gradually transitions into a structur-
ally denudation relief with relics of planation surfaces 
in the south-western part of the studied area (Fig. 9). 
The Proterozoic and Palaeozoic rocks of the Barran-
dian are close to the surface and already exhumed 
in denudation windows. The most pronounced are 
bodies of Neo-Proterozoic silicates, which are more 
resistant to weathering and form knobs and elongat-
ed elevations mainly in the SW–NE direction (Volšan 
et al. 1990; Holásek et al. 2005). Most of these struc-
tural ridges occur in the Veleň – Brandýs nad Labem 
zone. The most important localities of Neo-Protero-
zoic lydites are the Kuchyňka (242 m a.s.l.) and Černá 
skála (157 m a.s.l.) knobs. The original size of most 
knobs and silicate elevations was often substantially 
reduced by quarrying.

The Barrandian rocks with a predominance of silt-
stones and slates have not yet been exhumed by denu-
dation of the overlying layers. Ordovician rocks crop 
out in Brandýs nad Labem and its western surround-
ings, close to the erosional edge of the Labe valley, the 
Vinořský potok Brook, the Záhořská svodnice Brook 
and their tributaries. Elevations of Ordovician rocks 
occur only at the south-western edge of the studied 
area, where Upper Cretaceous sediments were less 
thick (Havlíček et al. 1987). Distinctive is a structural 
monadnok called Zabitý kopec Hill (264 m a.s.l.) near 
Miškovice, where the Třenice Formation has been 
preserved together with the prevailing Proterozoic 
silicates.

Cretaceous sediments in this part of the Polabí 
region have less thickness and area, due to both the 

ruggedness of the pre-Cenomanian relief and tecton-
ic movements during the late Cenozoic (Havlíček et 
al. 1987; Volšan et al. 1990). The erosional activity of 
the Vinořský potok and Mratínský potok Brooks has 
exhumed the Korycany layers, while the older Peruc 
Formation does not crop out at all. Extensive areas of 
the Bílá Hora Formation (Turonian, calcareous clay-
stones and marlstones) are denuded in the vicinity of 
Zeleneč and Svémyslice, as part of the Neogene plana-
tion surface, which is markedly dissected by the val-
leys of the Zelenečský potok Brook and Svémyslická 
svodnice Brook. The Bílá Hora Formation is preserved 
in varying thickness on the left bank of the Labe and is 
largely overlain by Quaternary aeolian and fluvial sed-
iments (Holásek et al. 2005). Relatively deeply incised 
valleys of the Labe tributaries suggest their increased 
erosional activity during the late Quaternary (Fig. 8), 
which resulted from both the gradual deepening of 
the Labe valley and neotectonic movements in the 
area of the Labe Fault zone and Vykáň Flexure. 

On the right bank of the Labe, the accumulation 
landforms are more pronounced. The rocks of the 
Barrandian complex do not crop out in any place 
there and have been detected only by a few boreholes 
(Coubal 2010; Zelenka et al. 2006). Also, the base of 
the Cretaceous sediments decreases towards the NE, 
while the Bílá Hora Formation has been detected 
here beneath Quaternary sediments in the tectonical-
ly subsiding block (Havlíček et al. 1987; Volšan et al. 
1990). Therefore, structurally conditioned landforms 
are not as frequent in this part of the studied area as 
in the southwestern region. Their occurrence increas-
es towards the NE, i.e., deep down into the Bohemi-
an Cretaceous Basin. An example is the Na Viničkách 
locality northeast of Lysá nad Labem (Fig. 10), where 
the Jizera Formation crops out and, together with 
fluvial sediments of Pleistocene age, forms a mor-
phologically distinct level of the Hlavenec Terrace 

 
Fig. 9 Topographical cross-profile through the asymmetrical Labe valley with relief of the morphostructural plateaus on the left bank  
and the moderate stepped slopes formed of the Quaternary river accumulation terraces on the right bank. The steep structural slope of the 
left bank of the Labe River developed along the tectonic fault of the Labe Fault zone. Key: 1 – Quaternary (fluvial and aeolian sediments),  
2 – Cretaceous (sandstones, marlites, limestones, claystones), 3 – Ordovician (black shales, quartzites), 4 – Proterozoic (wacke, siltstones  
and phyllitic schists), 5 – borehole, F – fault, LFZ – Labe Fault zone. Source: Tereza Steklá; Uličný et al. 2009; Czech Geological Survey:  
Map applications, version 1B.2, 2019; GDO 2020.
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(Holásek et al. 2005, Tab. 2). A similar morphostruc-
tural character of coarse-grained siltstones to fine-
grained sandstones is also present in the transverse 
sill in the Jizera River basin approximately 2 km south 
of Otradovice. However, the stratigraphic assignment 
of these sediments has not yet been paleontological-
ly documented (Břízová et al. 2005). The evolution of 
the present-day accumulation relief was conditioned 
by neotectonic subsidences of this part of the Polabí 
region along the main fault of the Labe Fault zone 
and Vykáň Flexure (Figs. 2, 4 and 5). In the overlying 
Upper Cretaceous sediments, a system of river accu-
mulation terraces (sometimes strikingly asymmetri-
cal) was formed during the Quaternary, which is inter-
connected with slope and aeolian sediments.

Part of the identification of the morphostructural 
features of the Labe and Jizera confluence area were 
the measurements of morphologically distinct lin-
eaments of tectonic and lithological origin. The Bar-
randian rocks and Cretaceous sediments are divided 
there by valleys that follow lineaments in four main 
directions, namely ENE–WSW (Rudohorský direc-
tion), WNW–ESE (Sudeten direction), NNE–SSW 
(Vltava or Jizera direction) and NW–SE. The location 
of the main morpholineaments on both banks of the 
Labe River is shown in Fig. 11 and the frequency of 
their occurrence in these directions in Fig. 12.

Morpholineaments of the Sudeten WNW–ESE 
direction are found on both banks of the Labe River, 
i.e., in all local types of geological structure. On the 
right bank of the Labe, the WNW–ESE morpholin-
eaments run in a relatively dense network. Most of 
the morphologically distinct lineaments on the left 

bank of the Labe occur close to the erosional edge of 
the Labe valley, which indicates their relation to the 
morphostructures of the Labe Fault zone and Vykáň 
Flexure. NW–SE morpholineaments (Fig. 12), which 
are mainly pronounced in the Labe valley, are likely 
to be linked to these fault zones as well. This is also 
suggested by the frequent overlapping of lineaments 
with proven faults and their length, which reaches 
even more than 10 km.

The morpholineaments in the NNE–SSW direc-
tion are not frequent in the studied area – only the 
lineament in the Jizera River valley and southwest of 
the Labe River is more pronounced in this direction 
(Fig. 11). The lineaments in the ENE–WSW direction 
are more pronounced in the relief on the left bank of 
the Labe River, where they are mostly bound to the 
Proterozoic bedrock. Their position suggests that 
they indicate fault lines or lithological boundaries. 
The NE–SW morpholineaments are of similar origin, 
occurring more frequently to the northeast of the Labe 
and follow parts of the Jizera valley. In the north-west-
ern part of the area, NE–SW morpholineaments are 
bound to the Proterozoic rocks of the Kojetický hřbet 
Ridge and in its south-eastern part they occur on a 
structurally and lithologically similar ridge near Úvaly.

The current morphostructural landforms in the 
Labe and Jizera confluence area are conditioned by the 
extent of exhumation of the pre-Cenomanian relief. 
This exhumation of the rocks and palaeo-relief was 
influenced by the depth of denudation and erosion 
of the Cretaceous formations, the arrangement of the 
fault systems and neotectonic movements in the late 
Cenozoic. The influence of the pre-Cenomanian relief 

 
Fig. 10 The erosion-denudational slopes of the southern edge of the morphostructural plateau Na Viničkách, which is situated NW of Lysá  
nad Labem, are built by the Cretaceous rocks of the Jizera formation. The surface of the platform is covered by the relics of the river terrace IV 
(Hlavenec, 222–225 m a.s.l.) belonging to the terrace system of the Labe and Jizera. Source: Tereza Steklá.



48 Tereza Steklá, Jan Kalvoda

Fig. 11 Topographical situation and morpholineaments in the Labe and Jizera confluence area.  
B – Brandýs nad Labem, LT – Lázně Toušeň. Source: Tereza Steklá.

Fig. 12 Circular diagrams of identified morpholineaments in the Labe and Jizera confluence area. Source: Tereza Steklá.
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on the development of the present-day landforms is 
more pronounced to the SW of the Labe valley. This is 
mainly due to the late Quaternary tectonic subsidence 
of the north-eastern part of the studied area.

The denudation of Cretaceous rocks on the right 
bank of the Labe has not yet reached the level of the 
pre-Cenomanian relief. Significant morphostructur-
al landforms here mainly take the form of structural 
plateaus and witness hills. They were formed by the 
joint action of neotectonic movements and erosion 
processes on the base of the Cretaceous formations 
during the Quaternary. These are, for example, the 
striking elevations called Turbovický hřbet Ridge 
(229 m a.s.l.), Cecemín (239 m a.s.l., Na Viničkách 
(227 m a.s.l.) and Šibák (227.8 m a.s.l.). Towards the 
north, the rocks of the Jizera Formation form a large 

table broken up by erosional activity of the right-side 
tributaries of the Labe and the left-side tributaries of 
the Jizera.

To the SW of the Labe valley, the long-term denuda-
tion of the Cretaceous sediments has created a relief 
of low structural tables with relics of planation sur-
faces of Tertiary age, with knobs made of resistant 
Proterozoic lyddites cropping out in places. These low 
erosion-denudation platforms are dissected by the 
activity of the left-side tributaries of the Labe, with 
deep and backward erosion having already reached 
the bedrock formed by the Barrandian rocks in sever-
al locations. The most pronounced exhumation of the 
Barrandian complex has occurred near the erosional 
edge of the Labe valley, which in this area is a signifi-
cant divide between the relief of low structural tables 

Fig. 13 Isolines (in m a. s. l.) of the base of the Quaternary sediments in the confluence area of the Labe and Jizera. 
The red arrows indicate the direction of the Jizera paleobeds during the different development phases of the VII. terrace (see Tab. 2).  
A – initial incision phase, B – maximum deepening, C – main accumulation phase. Source: Herrmann and Burda Eds., 2016.
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on the left bank of the Labe and the Quaternary sys-
tem of fluvial accumulation terraces of the Labe and 
Jizera rivers.

4. Morphological manifestations  
of tectonic activity in the Labe and Jizera 
confluence area during the Quaternary 

The main geomorphological testimony of exogenic 
processes in the Labe and Jizera confluence area dur-
ing the Quaternary are river accumulation terraces. 
The terrace system of the studied part of the Labe and 
Jizera rivers is characterised by advanced erosion of 
the terrace accumulations and by the sporadically 
preserved group of older (higher) terraces. The high-
est fluvial sediments developed as accumulations of 
the Labe tributaries and their morphological position 
gives evidence of a gradual deepening of the river 
network during the Pleistocene (Tyráček et al. 2004; 
Tyráček 2010). The activity of fault systems in the NE–
SW to WNW–ESE directions is evidenced by tectonic 

disruption of Quaternary sediments noted by Coubal 
(2010) on a geological section of the Vykáň Flexure 
near Vykáň (Fig. 5). Quaternary tectonic movements 
along these faults were already envisaged by Havlíček 
et al. (1987) and Volšan et al. (1990).

To determine the extent and progression of neo-
tectonic subsidence, an analysis of the position of the 
base of the Quaternary sediments was first used (Fig. 
13). The neotectonic subsidence near Brandýs n. L. 
was determined by comparing the present level of the 
higher rock base of VII2 Terrace (166 m a.s.l.), which 
was formed by lateral erosion before the subsidence 
of the valley floor, and the surface of the Cretaceous 
formations near the erosional edge of the Labe val-
ley (ca 180 m a.s.l.). At Stará Lysá, it was possible to 
determine the extent of tectonic subsidence by find-
ing the difference in height between the paleochannel 
of Mlynařice (188 m a.s.l.) and the paleochannel of Jiz-
era B (172 m a.s.l.), which were probably at the same 
elevation during the maximum deepening of the Labe 
(Fig. 14). At present, the difference in height at both 
sites is ca 14 m.

Fig. 14 The directions of paleoflows in the area of today’s Labe and Jizera confluence in the period of maximum deepening during the 
development of the VII. Terrace. Source: Tereza Steklá; DEM by Czech Office for Surveying, Mapping and Cadastre 2019.
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Fig. 15 The directions of paleoflows around today’s Labe and Jizera confluence during the main accumulation phase of the VII. terrace after 
the tectonic subsidence of the Labe valley. Source: Tereza Steklá; DEM by Czech Office for Surveying, Mapping and Cadastre 2019.

Indications of differential neotectonic movements 
were also found by analysis of isolines of the base of 
Quaternary sediments and longitudinal profiles of the 
Labe and Jizera paleochannels. These isolines have a 
very uneven course with frequent steps. As regards 
the Jizera paleochannel, these changes in elevation 
may have been caused by neotectonic movements 
linked to the NE–SW Jizera fault. In the Labe paleo-
channel, we compared the elevated steps of Quater-
nary sediments base with morpholineaments of the 
same direction, i.e., NE–SW (Figs. 11 and 12).

The morphostratigraphic classification of the river 
terraces according to the current Quaternary classi-
fication system is proposed in Tab. 2 and Fig. 15. The 
geomorphological analysis of the river accumulation 
terraces, and their morphostratigraphic classification 
are made more difficult in this area by neotectonic 
and erosional interventions, relatively extensive cov-
ers of aeolian sediments in the form of loess and drift 
sands and, moreover, the effects of anthropogenic 
activity.

The current state of the relics of fluvial sediments 
and the structure of river terraces in the Jizera and 

Labe confluence area demonstrate morphologically 
significant tectonic activity in the younger Quaternary. 
Five main river accumulation terraces are preserved 
in this area, two of which are further subdivided by 
secondary levels of erosional or erosional-accumula-
tion origin (Tab. 2). These river terraces were formed 
in a climatically determined alternation of erosional 
and accumulation phases of the valley development 
(Balatka and Kalvoda 2008; Hradecký and Brázdil 
2016), which were supported by differential tectonic 
uplifts of the central part of the Bohemian Massif. The 
fluvial accumulations were substantially dissected 
by post-sedimentary erosion processes resulting in 
sporadic preservation of older (higher) terraces. The 
neotectonic subsidence of a part of the Labe valley in 
the Upper Pleistocene then caused a marked asym-
metry in the extent and position of river accumulation 
terraces, with the predominance of accumulation of 
fluvial sediments of Terrace VII on the right bank of 
the Labe (Fig. 15).

The highest, and therefore the oldest preserved 
fluvial sediments in the Labe and Jizera confluence 
area were deposited by paleotributaries of the Labe. 
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Tab. 2 The arrangement of river accumulation terraces in the Labe and Jizera confluence area and their morphostratigraphic correlation with 
the Vltava river terrace system. The surface (s.) and base (b.) heights are given in metres above sea level, the relative height in metres is given 
in brackets. Source: Tereza Steklá.

Stratigraphical division  
(stage/substage) of the  
Quaternary (Gibbard and 
Cohen 2008; Gibbard et al. 
2009)

Labe 
river km 854–891

Jizera
river km 0–20

Labe and Vltava Confluence
river km 803–840, 0–22
Záruba et al. (1977)
Tyráček et al. (2004)
Tyráček, Havlíček (2009)

Vltava in Prague
river km 204
Záruba et al. (1977)
Tyráček et al. (2004)
Tyráček, Havlíček (2009)

Holocene

-------- 0.0117 mil. years

Lower alluvial level
s. 165–179
b. 156–164 (−10 to −6) Alluvial level

s. 171–180
b. 158–178 (−20 to −2)

Alluvial level
s. (5)
b. (−10)

Alluvial level
s. 180
b. 168 (−8)Higher alluvial level

s. 166–181
b. 156–164 (−10 to −6)

Upper Pleistocene 
Weichsel

-------- 0.12 mil. years

VIIb
s. 170–185 (8–13)
b. 156–184 (−10 – 12) Jizera Fan

s. 180–196 (9–22)
b. 164–196 (−7 – 22)

VII Hostín Terrace
s. (12)
b. (−10)

VII Maniny Terrace
s. 187 (11)
b. 168 (−8)VIIa

s. 180–196 (14–24)
b. 166–196 (1–24)

Middle Pleistocene 
saale, warthe

-------- 0.19 mil years

VIb
s. 188–201 (16–29)
b. 186–200 (14–28) The relics of Terrace VI can 

be buried here by the Jizera 
Fan2

VI Veltrusy Terrace
s. (25)
b. (0)

VI Veltrusy Terrace
s. 193 (17)
b. 174 (–2)VIa (Čelákovice)

s. 199–208 (27–36)
b. 198–205 (26–33)

Middle Pleistocene 
saale, drenthe
 
-------- 0.20 mil years

Terrace V was eroded  
here during the erosion 
phase of Terrace VI 1

Terrace V was not deposited 
on the erosional and 
tectonic right bank of the 
Jizera valley. On the left bank 
it was eroded during the 
erosion phase of Terrace VI3

V Cítov Terrace
s. (40)
b. (16)

V Dejvice Terrace
s. 214 (38)
b. 194 (18)

Middle Pleistocene 
saale, fuhne
-------- 0.38 mil. years

IV Hlavenec Terrace
s. 218–225 (53–56)
b. 217–220 (49–52)

IV Hlavenec Terrace
s. 218–225 (41–44)
b. 217–220 (37–40)

IV Hněvice Terrace
s. (60)
b. (43)

IV Letná Terrace
s. 226 (50)
b. 215 (39)

Middle Pleistocene 
elster 
-------- 0.48 mil. years III Přerov Terrace

s. 232–236 (59–63)
b. 230–234 (57–61)

III Jiřice Terrace
s. 242–256 (62–68)
b. 234–248 (54–60)

III Straškov Terrace
s. (75)
b. (55)

IIIb Vinohrady Terrace
s. 240 (64)
b. 225 (49)

Middle Pleistocene
Cromer Complex, Glacial C

IIIa Kralupy Terrace
s. 249 (73)
b. 240 (64)

Middle Pleistocene
Cromer Complex, Glacial C

Terrace II was eroded 
during younger 
development phase 1

II Sedlec Terrace
s. 266 (84)
b. 253 (71)

II Ledčice Terrace
s. (90)
b. (75)

II Pankrác Terrace
s. 262 (86)
b. 249 (73)

Middle Pleistocene
Cromer Complex, Glacial B Terrace I was eroded  

during younger 
development phase1

The palaeo-flow of the Jizera 
River was located further 
to the E from its present 
course4

Ib Suchdol Terrace
s. 272 (96)
b. 260 (84)

Middle Pleistocene
Cromer Complex, Glacial A 
-------- 0.78 mil. years

I Krabčice Terrace
s. (115)
b. (105)

Ia Lysolaje Terrace
s. 288 (112)
b. 268 (92)

1 The nearest preserved fluvial sediments of Labe Terraces I (Krabčice Terrace), II (Ledčice Terrace) and V (Cítov Terrace) are located in the Labe and 
Vltava confluence area. 2 The nearest fluvial sediments of Terrace VI of the Jizera River were found near Nová Ves u Bakova. 3 The nearest relics of 
deposits of Terrace V of the Jizera are near Mladá Boleslav. 4 Terrace I accumulations have not been found in the Jizera basin. 

On the right bank of the Labe, the highest fluvial accu-
mulations are located near the village of Mečeříž and 
in the locality of Na Zlatě (surface: 278–290 m a.s.l., 
r. h. 106–118 m; base: 275 m a.s.l., r. h. 103 m), which 
Balatka and Sládek (1962) identified as the accu-
mulations of the Mohelka paleostream. Near the vil-
lage of Sedlec, there are relics of lower-level fluvial 

accumulations preserved (Sedlec Terrace, surface: 
266 m a.s.l., r. h. 94 m; base: 253 m a.s.l., r. h. 81 m), 
which Zelenka et al. (2006) described as sediments 
of the Jizera paleostream. Tyráček (2010) classified 
all fluvial accumulations of the high terrace group at 
Mečeříž, Sedlec and Kochánky as Lower Pleistocene to 
upper part of Middle Pleistocene.
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The oldest relics of the fluvial accumulations of Ter-
race IV (Hlavenec, 222–225 m a.s.l.) contain admixture 
of crystalline rock from the upper Jizera catchment. 
These fluvial sediments were probably developed 
in the locality of earlier Labe and Jizera confluence 
(Holásek et al. 2005; Tyráček 2010). Main occurrenc-
es of these deposits were identified on the plateau 
between Hlavenec and Skorkov and Na Viničkách 
(Fig. 10), ca 8 km away from the current confluence 
of the Labe and Jizera. The deposits of Terrace V have 
not been preserved in the studied area due to follow-
ing intensive deep erosion and widening of the Labe 
valley (Balatka and Sládek 1965; Tyráček 2010). On 
the left bank of the Labe river, two levels of Terrace VI 
have been preserved, their distinction being mainly 
reflected at the level of their bases (Záruba et al. 1977; 
Holásek et al. 2005; Tyráček 2010). 

River accumulation terrace VII in the Labe and 
Jizera confluence area is characterised by a complex 

internal structure and surface morphology (Fig. 16). 
In the main erosion phase during the younger Pleis-
tocene, the Labe formed a deepened riverbed about 
10 m below its present level (Figs. 13 and 14). To the 
N of Sojovice, Paleojizera diverted its flow from the 
original N–S direction to the E, namely to the former 
valley of the lower Paleomlynařice. The paleobed 
of the Jizera (B) formed a wide arch here, namely 
south from the buried elevation of Cretaceous rocks 
between Sojovice and Stará Lysá. This paleobed B con-
tinues in the southern direction towards Dvorce and 
then in a straight section to the SE. Due to antecedent 
deepening in the resistant rocks of the Cretaceous for-
mations, the valleys of Paleomlynařice and Paleovlka-
va near Jiřice have been preserved in the same posi-
tion as during former periods. After the riverbed was 
filled with younger fluvial sediments, the river val-
ley was widened by lateral erosion and a higher bed 
was formed, on which aggradation sediments were 

 
Fig. 16 View to the asymmetric valley of the Jizera in Skorkov towards the NE, i.e. upstream of the river. The erosion-denudation slope of the 
structural plateau formed by Cretaceous rocks (in the foreground) drops steeply to the valley floor with alluvial sediments. On the left bank of 
the Jizera, now forested fluvial sediments of the VII. terrace occur (in the right part of the picture). Behind this accumulation, three elevations 
built by the Jizera formation (Čihadla 240.2 m, Na vršcích 245.8 m and Raštice 241.4 m a.s.l.) are striking on which relics of III. (Jiřice) terrace 
of the Jizera remain. Source: Tereza Steklá
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deposited by the raging flow. Based on the recon-
struction of the local Labe and Jizera terrace system 
(Tab. 2) and its relationships to morphostructural 
landforms, it is concluded that a neotectonic subsid-
ence took place during the main aggradation phase 
of Terrace VII in the Upper Pleistocene (Weichselian).

In the late Pleistocene, an extensive accumulation 
of fluvial sediments in the form of an alluvial fan was 
formed in the last 10 km of the Jizera valley (Fig. 15). 
These sediments were deposited by the Jizera River at 
its entering to the broad and flat Labe valley and cov-
ered the older erosional relief (Balatka 1966; Hrubeš 
1999; Tyráček 2010). This extensive fluvial accumu-
lation overwhelmed the earlier relief, including the 
paleobed of the Jizera C (Fig. 13) and elevations of the 
Cretaceous bedrock up to 188 m a.s.l. Higher eleva-
tions in the vicinity of Lysá nad Labem, on which the 
relics of the IV. river terrace remain, rose above the 
surface of the Jizera fan at this time. They diverted the 
transported material of the Paleojizera to the Paleom-
lynařice valley. The morphology of the massive alluvi-
al fan of the Jizera indicates that it was formed mainly 
in the environment of shallowly raging flow and flat 
streams. They caused the Labe flow to be gradually 
shifted to the south. At the present-day confluence 
of the Labe and the Jizera, the Labe floodplain was 
significantly narrowed, which slowed down its flow 
between Lysá and Labem and Přerov and Labem and 
wide meanders were formed (Fig. 15). Less marked 
erosion levels preserved in the fluvial sediments of 
the alluvial fan were formed only during the Late Gla-
cial and Holocene.

5. Discussion of geomorphic patterns  
in the Labe and Jizera confluence area 
related to the morphostructural evolution 
of the Bohemian Massif

Objective of presented research was to find out the 
key phases of the morphostructural evolution of the 
Labe and Jizera confluence area. Current landforms 
in the region provide a reliable record of palaeogeo-
graphical changes in the natural environment. For this 
reason, it was possible to carry out a detailed histor-
ical-genetic analysis of the landforms. Special atten-
tion was paid to the influence of neotectonic activity 
and climate-morphogenetic processes on the changes 
in the drainage pattern. The morphostratigrafical sys-
tem of the river terraces was updated and applied as 
a primary timeline. 

Tectonic uplift of the Bohemian Massif, which has 
started at the end of the Santonian, led to a complete 
retreat of the Upper Cretaceous epicontinental sea. 
The extent of denudation of the Bohemian Cretaceous 
Basin sediments during the Neogene is estimated at 
500–600 m by the morphological position of the sed-
iments and volcanics (Kovanda et al. 2001; Balatka 

and Kalvoda 2006). In the region of the Labe and Jiz-
era confluence, the thickness of the Cretaceous sedi-
ments is influenced by a vertical differentiation of the 
pre-Cenomanian relief.

The palaeogeographical record of the morpho-
structural evolution of the contact area between the 
north-eastern Barrandian zone and the south-east-
ern margin of the Bohemian Cretaceous Basin shows 
that the main lithological and tectonic features of the 
present relief have been gradually formed since the 
Palaeozoic (Tab. 1). Geological structures and land-
forms of Central European region testifies to a very 
dynamic evolution of the relief in the palaeogeograph-
ical history of the Bohemian Massif (e.g., Chlupáč et al. 
2002; Balatka and Kalvoda 2006; Pánek and Hradecký 
Eds., 2016). The Hercynian orogenic processes united 
the Bohemian Massif into a structurally complex unit, 
the central part of which consists of the collisionally 
deformed and metamorphosed crystalline rocks of 
the Moldanubic age.

During the main phase of the Hercynian orogeny, 
extensive deep-seated intrusions of granitoid rocks 
took place, and in its final phase 290–260 million 
years ago, shear movements with the formation of 
fault systems also took place. This is how tectonic sub-
sidence in the Lower Permian occurred in the NW–SE 
direction in the Labe Fault zone and in the Blanická, 
Jihlavská and Boskovická brázda Furrows in the 
NW–SE direction. During the Hercynian orogenetic 
processes, the Moldanubicum was not only the central 
part of the gradually consolidated Bohemian Massif, 
but also an area where mountain ranges with heights 
of several thousand metres were formed (Chlupáč et 
al. 2002). However, the extensive denudation of these 
mountain ranges caused the exposure of deep met-
amorphic rock masses as early as at the end of the 
Permian. In the Upper Permian, the palaeo-relief of the 
Bohemian Massif took the form of a post-Hercynian 
planation surface, the denudation of which took place 
in a semiarid and very warm climate (Demek 2004).

The Triassic sedimentation and its termination can 
be interpreted as the beginning of the next platform 
development of the Bohemian Massif (Grygar 2016), 
because erosion and planation of its surface took 
place until the end of the Jurassic period. This peri-
od of extensive denudation of the Bohemian Massif 
was ended first by continental and then by marine 
sedimentation (especially in its northern part) as late 
as during the eustatic uplift of the world ocean level 
during the Cretaceous period.

In terms of palaeo-climate, the changes in the 
position of the Bohemian Massif as part of the Pangea 
palaeocontinent in the Mesozoic and Palaeogene were 
significant, when it was moved from the tropical zone 
to the north of the equator to about 45° N, i.e., west 
of the current zero meridian (Chlupáč et al. 2002). It 
was only the dynamic development of the rift in the 
northern part of the Atlantic Ocean, and the asso-
ciated opening of oceanic plates, that moved the 
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Hercynian and older crystalline basement of the con-
tinental plate of Europe at the end of the Palaeogene 
to approximately its present geographic position. 

The tectonic uplift of the Bohemian Massif from 
the end of the Cretaceous period were a response to 
the continuing Alpine and Carpathian orogeny, which 
consisted mainly in the retreat of the continental 
sea. It was shown by radiometric dating and mod-
elling using a combination of zircon (U-Th)/He and 
apatite (AFT and U-Th-[Sm])/He thermochronology 
methods on rock samples from planation surfaces 
in the Krkonoše and other Sudetic Mountains ridg-
es (Danišík et al. 2010, 2012) that these peneplains 
were probably formed by extensive exhumation of 
a Late Permian planation surface originally located 
under a several kilometre-thick layers of Cretaceous 
sediments. 

The current orography and landform assemblage 
of the Bohemian Massif developed as late as during 
the Neogene and Quaternary periods, i.e., in the last 
20–25 million years of its palaeogeographical history. 
The Palaeogene planation of the relief of the Bohemi-
an Massif was interrupted at the end of the Oligocene 
by tectonic movements, which were accompanied in 
its western and north-western parts by the forma-
tion of the Oherský Rift and intense volcanic activity 
35–17 million years ago (e.g., Grygar 2016). The evo-
lution of the Bohemian Massif relief was also substan-
tially influenced by two other phases of volcanic activ-
ity, namely in the Upper Miocene between 9.0 and 
6.4 million years ago, and from the Upper Pliocene to 
the Pleistocene between 2.7–0.17 million years ago 
(Wagner et al. 1998). The extent of denudation of the 
sediments of the Bohemian Cretaceous Basin from the 
beginning of the Miocene to the present is document-
ed by the morphostructural position of the volcanic 
massifs. The extent of erosion and denudation in the 
Central Bohemian Uplands during the Neogene is esti-
mated at 500–600 m assessed from the layers of sed-
imentary rock relics and volcanic bodies (Malkovský 
1975; Chlupáč et al. 2002). 

The primary arrangement of the river network 
of the Bohemian Massif originated as late as in the 
Neogene (e.g., Balatka and Kalvoda 2006; Tyráček 
and Havlíček 2009). The main differences between 
the Early Miocene river network and the present-day 
relief comprise: 1) the upper part of the Labe basin 
drained into the Carpathian foredeep, 2) the upper 
part of the Vltava basin drained to the south into the 
Alpine foredeep, and 3) the West Bohemian rivers, 
including the Berounka, flowed into freshwater lakes, 
which were formed in the basins of the Oherský Rift 
(Tyráček and Havlíček 2009). Along the south-east-
ern edge of the Bohemian Massif, deep river valleys 
were formed in the Neogene (Czudek 1997; Pánek 
and Kapustová 2016). Today, they are filled with and 
partly covered by Miocene sediments.

The combined effect of changes in climate-mor-
phogenetic processes and long-term neotectonic 

uplift created systems of river accumulation terrac-
es during the Pliocene and Quaternary in the valleys 
of most of the main streams of the Bohemian Massif. 
These fluvial deposits are, together with the overall 
arrangement of the river network and other mani-
festations of epigenetic and antecedent evolution of 
watercourse valleys, an important source of data on 
the relief history of the Bohemian Massif (Balatka and 
Kalvoda 2006; Kalvoda and Balatka 2016). The evo-
lution of the Labe and Jizera terrace system has been 
studied by numerous authors and their findings are 
evaluated in several older papers (e.g., Balatka and 
Sládek 1962; Růžičková and Havlíček 1981).

The geomorphological analysis of the longitudinal 
profile of the river terrace system and the develop-
ment of the river valley assumes that the individual 
parts of the river terraces maintained a constant slope 
corresponding to their longitudinal profile. The flow 
and transport capacity of the stream are in dynam-
ic equilibrium with the material input. Therefore, 
the river does not erode or accumulate in this sec-
tion of the stream and all its energy is concentrated 
on material transport (Mackin 1948). This condition 
is substantially influenced by tectonic movements 
(uplift and subsidence) and/or climatic changes that 
determine the sedimentary regime. Individual sites 
of fluvial sediments must therefore be assessed with 
respect to their lithological characteristics, including 
petrographic composition, and to the landforms in 
their wider vicinity.

The distinct morphostructural segmentation of the 
area around the Labe and Jizera confluence, which is 
manifested on both banks of the Labe by block sub-
sidence and uplift both in the relief and at the height 
of the base of Quaternary sediments, supports the 
view of the formation of an interaction zone between 
two significant fault systems. The interaction zone 
development principles are described by, e.g., Pea-
cock (2001), Peacock et al. (2017) and van Gent and 
Urai (2020). In the studied area it is the interaction 
between the faults of the Labe Fault zone (WNW–ESE) 
and the Jizera Fault (N–S). The described morpho-
structural features of the near-surface geological 
structure testify to the action of high stress and fric-
tion in the rocks of the contact zone between both 
fault systems. The main Labe Fault and the compact 
rocks of the Barrandian complex limited the extension 
of the Jizera Fault further to the south, but older mor-
phostructural zones were activated and secondary 
block-type deformations occurred.

The specific morphostructural conditions in the 
Labe and Jizera confluence area conditioned the for-
mation of asymmetrical system of river terraces, in 
which fluvial sediments deposited on the right bank 
of the Labe predominate. Due to the action of post-ac-
cumulation erosion processes, the relics of the river 
terraces of the Labe and its tributaries have been 
preserved only in a limited morphostratigraphic 
sequence (Table 2). The disruption of the relics of 
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fluvial sediments by erosion indicates that the Labe 
and Jizera confluence area has undergone significant 
changes in the natural environment from the Upper 
Pleistocene to the present day, influencing the devel-
opment of the river network.

In the upper glacial phases, aeolian material was 
drifted away from slopes and from fluvial sediments 
and deposited on fluvial sediments of Middle to Upper 
Pleistocene age. In this respect, discontinuous covers 
of drift sands, often in the form of dunes and dune 
banks, are striking (Hrubeš 1999; Břízová et al. 2005). 
Most of the drift sands was stabilised by vegetation 
during the Holocene. To the east of the Labe and Jizera 
confluence area, near the village of Písty, an unconsol-
idated sandbank up to 8 m high has been preserved 
(Čech et al. 2009).

The deposition of fluvial sediments continued 
during the Holocene in the form of flood clays, loams, 
and fluvial sands (Růžičková and Zeman 1994). Paly-
nological analysis of the organic sediments of oxbows 
confirms the long-term human influence on the nat-
ural environment of this area, e.g., by changes in the 
natural composition of vegetation since the Middle 
Holocene (Hrubeš 1999; Břízová et al. 2005). In recent 
centuries, there have been extensive anthropogenic 
influences on the natural environment. These include 
intensive farming, large-scale housing developments, 
alterations to watercourse routes and banks, con-
struction of transport networks, gravel extraction and 
creation of detritus heaps.

6. Conclusions

The presented research in the Labe and Jizera conflu-
ence area contributes to the determination of remark-
able changes in the landform patterns of the Bohemi-
an Massif during the Quaternary. Morphostructures 
of the contact area between the Barrandian and the 
Bohemian Cretaceous Basin has been gradually evolv-
ing from the Early Palaeozoic to the Quaternary.

Tectonic subsidence of the northeastern part of the 
Bohemian Massif and the Cretaceous transgression 
of the sea caused extensive marine sedimentation, 
which covered pre-Cenomanian relief. The uplift of 
the Bohemian Massif during the Santonian initiated 
widespread erosion and denudation in the Tertiary. 
Neotectonic activity and climate-morphogenetic pro-
cesses determined the evolution of present landforms 
during the Upper Cenozoic (Tab. 1).

Historical-genetical relations between morpho-
structural landforms of the studied area and Quater-
nary deposits indicate significant influence of differ-
ent rock resistance to weathering, the arrangement 
of fault structures and neotectonic movements on the 
intensity of varied climate-morphogenetic process-
es. The location and the depositional character of the 
river terraces in the Labe and Jizera confluence area 
were used to determine the changes in direction of 

the paleoriver flows in the Quaternary. The morpho-
structural platform surfaces on the left bank of the 
Labe River are dissected by erosion of its tributaries, 
which has reached the Barrandian bedrock at several 
sites.

Regional geomorphic research revealed that most 
of the relics of fluvial deposits in the Labe and Jizera 
confluence area are younger than reported in the pre-
vious studies (Tab. 2). Originally extensive and cur-
rently already considerably eroded III. river terrace 
of Labe River was formed in the Elster glacial period. 
The conspicuous Jizera River alluvial fan developed 
during the aggradation phase of the VII. river terrace 
in the Upper Pleistocene. 

The degree of river incision between several accu-
mulation phases of the river terraces development 
and the extent of backward erosion through the 
valleys of the Labe and Jizera tributaries reflect the 
changes of the erosional basis caused by neotecton-
ic and climate-morphogenetic processes. Down-slip 
tectonic movements along the Labe fault zone, which 
caused the current asymmetry of the Labe valley, 
reached up to 14 m even before the beginning of the 
Holocene. 
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ABSTRACT
Geological heritage or geoheritage is of at least equal significance to – and sometimes also interwoven with – cultural heritage. 
Hence, it holds the potential of scientific, educational, cultural, aesthetic, and touristic value. Nevertheless, geoheritage has not 
attracted the same level of attention as cultural heritage to date, especially regarding its sustainable management and suitable 
conservation strategies. Yet actions and measures are mandatory to preserve and highlight geological heritage and to reduce 
threats that may cause its deterioration or even extinction. To this end, geospatial science and technology provide the means for 
documenting and dealing with geological heritage throughout the individual steps of the geoheritage management process. In this 
study, we present a holistic approach to geoheritage management at the national level for Greece, based on the implementation of 
a Geographical Information Systems (GIS) database that also enables the coupling of geoheritage with a plethora of readily available 
geospatial information from remote sensing and other sources. The results demonstrate that an appropriate, geospatial record of 
geological heritage can have a crucial contribution to geoheritage management from its identification, to its monitoring, protection, 
and exploitation for educational, scientific, recreational, and other purposes.
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1. Introduction

1.1 Definition of geoheritage

The term “geoheritage” has evolved from the notion 
of “geological heritage”. The first use of the term was 
at the First International Symposium on the Conser-
vation of our Geological Heritage, which took place 
in France, in 1991 (Brilha 2015). Since then, many 
different interpretations have been proposed for the 
aforementioned term.

Geoheritage is defined as the group of geological 
elements (items) or geological sites (geosites or geo-
topes) with outstanding scientific, cultural, and edu-
cational value (Fassoulas et al. 2012; Herrera-Franco 
et al. 2022; Thomas 2016). The term geological site 
or geosite comes from the Greek root “geo” (= Earth) 
and the Latin word “situs’’ (= sites) and refers to loca-
tions of geological interest. However, the geological 
elements should be evaluated for their uniqueness 
to be characterized as geological heritage (Brilha, 
2018). Additionally, geosites with high touristic value 
can also be known as “geomonuments”, a term already 
used to promote some items of geoheritage to the 
general public (Brilha 2016). 

Some authors suggested that geoheritage refers 
to those aspects of the Earth, which are important to 
our understanding of Earth history. By their nature, 
the geoheritage sites, which are akin to cultural her-
itage sites or documents, are among non-renewable 
resources (Bradbury 1993). Others (Semeniuk 1997) 
referred to geoheritage as nationally significant fea-
tures of geology, including igneous, metamorphic, 
sedimentary, structural, paleontological, geomorphic, 
pedologic or hydrologic attributes that offer impor-
tant information or insight into the formation or 
development of a continent, or that can be used for 
research, teaching or as a reference site. However, it 
has also been argued that “geoheritage consists of 
all the significant Earth features and continuing pro-
cesses that we wish to keep, sustain, conserve, man-
age and interpret for their natural heritage value” 
(Osborne 2000). According to several authors (Brilha 
2002; Gonggrijp 1999; Zagorchev and Nakov 1998), 
geoheritage relates to the importance of the site 
(locally, regionally, nationally, and internationally), 
and its use (educational, scientific, and recreational), 
as well as the need to conserve it. Education is here 
perceived in its broader sense of education, training, 
capacity building and outreach, including all levels 
and types (formal, informal, non-formal) of education 
in a lifelong learning context.

For the present study, geoheritage is considered 
as the global, regional, and local geological elements, 
such as igneous, metamorphic or sedimentary rocks, 
minerals, fossils, stratigraphic, tectonic, pedolog-
ic, paleontological structures and other geosites (or 
geotopes). It also encompasses important sites and 
specimens, which offer information and insights into 

the formation and evolution of the Earth, the evolu-
tion of life, the climate and landscapes of the past and 
present, along with the geological history of the sites 
where they are found (Brocx and Semeniuk 2007; 
Carcavilla et al. 2009; Zafeiropoulos et al. 2021).

Geomonuments have equivalent significance as his-
torical and archaeological monuments. Consequently, 
they have scientific, educational, cultural, aesthetic 
and touristic value. Thus, sustainable management 
and suitable conservation strategies are mandatory to 
preserve geoheritage and to reduce threats that may 
cause the deterioration of geological heritage and its 
surrounding environment. Moreover, the links and 
integration between geological and cultural heritage 
are recently being more and more discussed (Bollati 
et al. 2023; Pijet-Migoń and Migoń 2022).

1.2 Management of geoheritage

The management process of geological heritage 
includes a variety of steps or stages, which depend 
on the type of geoheritage as well as the cartograph-
ic scale used – the latter not being independent from 
the type/size/geographic scale of each geological her-
itage item (Burlando et al. 2011; Theodosiou 2010; 
Zouros 2004, 2005; Zouros and Valiakos 2010). Nev-
ertheless, some of these stages are common and appli-
cable to most geoheritage elements (Fig. 1). These 
span from the original investigation/identification, 
mapping and/or scanning, monitoring and protecting, 
to “higher-level” management activities related to its 
sustainable exploitation for various purposes (edu-
cation, culture, tourism, promotion of local products 
etc.), as well as an overall assessment for the value of 
each geoheritage element.

For example, a petrified tree trunk is first found 
(Identification), spatially described (Delineation) and 
scanned with a terrestrial laser scanner (Mapping or 

 
Fig. 1 Stages (steps) of geological heritage management process 
applicable to most types of geoheritage. The process starts at the 
bottom of the pyramid with the most fundamental (lower) stages 
(e.g. identifying, mapping) and follows through the final (higher) 
steps such as exploitation and promotion for various purposes 
(aesthetic, touristic, educational etc.).
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Scanning). Subsequently, it is defined for its charac-
teristics and determined for its origin (Interpreta-
tion), preserved locally with technical and/or chem-
ical measures (Protection) and continually followed 
for its potential degradation and changes (Monitor-
ing). In higher (later) stages of management, it may 
be highlighted e.g. by building roads for securing 
access to the specific geosite (Exhibition), evaluated 
for its scientific, educational or touristic importance 
(Assessment), used for different purposes such as 
research, education, tourism etc. (Exploitation) and 
finally, communicated and disseminated together 
with all the relevant activities, developed material 
and other outputs related to the specific geoheritage 
(Promotion).

1.3 The role of geospatial science and technology

Geospatial information has become the backbone of 
modern society and one of the main drivers of deci-
sion making. The traditional technologies of Remote 
Sensing (spaceborne, airborne, or ground-based), 
Global Navigation Satellite Systems (GNSS) and Geo-
graphical Information Systems (GIS) have been used 
for the collection and processing of large volumes of 
geospatial information since decades, at ever increas-
ing resolution and accuracy. In today’s era of Big 
Data, these fundamental elements of what is broadly 
defined as “Geospatial Science and Technology” are 
now coupled with web-mapping, Artificial Intelli-
gence (AI), Internet of Things (IoT) and related capa-
bilities. Together with smartphones, tablets, other 
internet and geolocation-enabled devices, equipment 
and related applications, they constitute a geospatial-
ly-enabled ecosystem that is continuously changing 
everyday life and opening new horizons in practically 
every sector of the economy worldwide (Goodchild 
2022; Liu et al. 2022; Mouratidis and Koutsoukos 
2016).

The increasing development of terrestrial/ground-
based (e.g. 3D laser scanners) (Fassoulas et al. 2022; 
Marsico et al. 2015; Pasquaré Mariotto et al. 2023; 
Perotti et al. 2020; Ravanel et al. 2014), aerial (e.g. 
Unmanned Aerial Vehicles/UAVs) (Papadopoulou et 
al. 2022; Santos et al. 2018) and space-based (e.g. 
multispectral optical or Synthetic Aperture Radar/
SAR) Remote Sensing techniques (AbdelMaksoud et 
al. 2019; Németh 2022; Singh et al. 2021), together 
with the tremendous advancement of GIS technolo-
gies (Bendaoud et al. 2015) have the potential to con-
tribute significantly to the effective management of 
geoheritage. Remote Sensing technologies have thus 
great prospects as a low-cost, non-destructive tool 
for dealing with geoheritage. Nevertheless, to date, in 
the majority of scientific publications, the use of geo-
spatial science and technology refers to applications 
for the management of cultural heritage (Agapiou et 
al. 2015; Elfadaly et al. 2020; Stewart 2017; Wilson 
2021). Remote Sensing data of varied spectral and 

spatial resolutions have been interpreted to detect, 
identify, monitor, map and prospect cultural heritage 
(or the cultural aspects of heritage) sites or objects, 
but also their surrounding landscape. Remote Sensing 
has also been used for the investigation and prediction 
of environmental change and scenarios through the 
development of GIS-based models and decision-sup-
port instruments (Ayad 2005; Hadjimitsis et al. 2013).

1.4 Geoheritage databases in the world

Some efforts for creating geoheritage databases have 
been implemented around the world (Ballesteros et 
al. 2022; Bendaoud et al. 2015; Martin et al. 2014; 
Suma and Cosmo 2011). These focused on different 
geographical scales, from national, to regional or local 
level and/or to specific or generic geoheritage types. 
They have also typically addressed just some of the 
aspects of geoheritage management (e.g. identifica-
tion, interpretation, visualization, assessment, pro-
motion or exploitation) and rarely the full spectrum 
of management stages. GIS has inherently received a 
prominent role in most of these cases and has been 
often combined with web mapping services. Thus, 
there is hardly any experience from studies that 
address a wide geographical area, all types of geoher-
itage and all stages of geoheritage management at the 
same time.

1.5 Study Area

As per the geographical area investigated, owing to its 
geotectonically privileged location at the convergence 
of two tectonic plates, Greece has a very complex 
geological history and geodiversity, which is com-
plemented by an even richer historical and cultural 
background.

Located between the converging African and Eura-
sian plates, Greece is characterized by an abundance 
of geosites and is therefore considered a “natural geo-
logical laboratory” (Papanikolaou 2021; Spyrou et al. 
2022) that is unveiling insights on geodynamics and 
related phenomena as well as geological processes. 
Rocks, fossils and other geological elements reveal 
the palaeogeography of the broader Greek territory, 
which is today reflected in a complex geomorpholog-
ical environment shaped mainly by active tectonics, 
but also exogenous processes. Mountains, mountain 
ranges, island complexes, lakes, rivers, caves, beaches 
consist some of the rich geomorphological features 
extending up to almost 3,000 m of elevation and con-
tributing to the geodiversity of the country (Drinia 
et al. 2022).

As a result, though occupying a relatively small 
area, the Greek territory is scattered with a variety 
of geological formations, landforms, fossils and oth-
er geoheritage elements. These are in many cases 
interwoven with elements of cultural heritage – with 
some of the latter being of global importance and 
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recognition and thus also of high scientific, educa-
tional and touristic value. All this is reflected in the 
19 UNESCO World Heritage Sites (Centre n.d.), as 
well as 8 geoparks with global recognition listed in 
the World Network of UNESCO Geoparks (UNESCO 
Global Geoparks | UNESCO n.d.), located in the coun-
try. For the ensemble of the aforementioned reasons, 
Greece provides an excellent test site the purposes of 
this study.

1.6 Objectives

In this context, the goal of this study is to use Greece 
as a paradigm of the contribution to a geospatially-en-
abled management of geoheritage over a large geo-
graphic area, with the specific objectives of:
a) Producing an open geoheritage GIS database at 

national level.
b) Highlighting the benefits of having such a database 

as a stand-alone infrastructure.
c) Demonstrating the added value and immense fur-

ther potential of exploiting the database together 
with additional geospatial data (both remote-
ly-sensed and other).

2. Methodology

2.1 Retrieval and verification of information 
regarding geoheritage in Greece

The original information for creating the database 
for geological heritage sites was drawn from a vari-
ety of sources, such as research articles, other pub-
lications, official websites of local management 
authorities (municipalities or other organizations), 
other internet sources, and in some cases from 

personal communication and testimonies from local 
communities.

The location of each geoheritage site was recog-
nized and thoroughly verified with the maximum 
possible accuracy (in the order of a few meters), by 
exploiting national geospatial data as well as publicly 
available layers, such as Google Earth™, Google Maps™ 
and OpenStreetMap, in an open-source GIS software 
(QGIS) environment. Only these verified entries were 
considered for registration in the database. Never-
theless, the inherent geolocation uncertainty of some 
types of geoheritage (e.g. caves, quarries etc.), when 
represented by a point feature/geometry, was con-
sidered later and is discussed further within the geo-
spatial analysis section. With these considerations, 
approximately 350 entries were qualified for this first 
version of the database. 

2.2 Creation of the GIS Database

As a general methodological concept for the content 
and structure of a GIS geoheritage database, the fol-
lowing elements ought to be considered:
a) Availability of a GIS software (commercial or open 

source).
b) Choice of a Coordinate Reference System (national 

or international).
c) Storage of the database (locally or online).
d) Source(s) from which the infomation for geoher-

itage will be retrieved (may be official national 
records or not, in situ observations, publications 
etc.).

e) Attributes to be included for each geoheritage 
entry (can be relatively easily amended at a later 
stage).

f) Categorisation (possibly including sub-categories) 
of the geoheritage entries, which may be different 

Tab. 1 Fields created in the attribute table of the geoheritage GIS database and their respective description.

No Field Name Type Description

1 Id Integer A unique number given to each entry, in order to identify it in the database.

2 Name Text A name for each geoheritage location or element.

3 Details Text
Some basic characteristics (e.g. properties, history, value etc.) of the geoheritage element are 
provided. Practically endless information can be added, if a geodatabase (*.gdd) format is being 
used for the database.

4 Link Text
Link(s) to official website(s) in which reference is made to the specific geoheritage element either 
by local bodies or by the managing authority.

5 Ingest date Date The date of ingestion or last modification of the geoheritage element in the database.

6 Access Text
If the location/element is freely accessible then it is designated as “Open”, while if there is an 
entrance fee or other restrictions it is designated as “Restricted”. In case it is not at all possible to 
visit the site, it is then classified as “Inaccessible”.

7 Price Double The general admission fee price information (in Euros) is given for sites with restricted access.

8 Museum Text Information is given on whether there is an associated exhibition or a museum (Yes/No).

9 Type Text General category of geological heritage to which the site belongs.

10 Code Text Short code corresponding to the aforementioned type/category of geoheritage.

11 Culture Text
Reference to any connections with cultural heritage e.g. geomythological and/or archaeological 
sites (Yes/No).
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Tab. 2 Snapshot of the attribute table containing the first 20 entries of the database.

Id Name Details Link Ingestdate Access Price Museum Type Code
Geo- 
mythology

1
Nymfo- 
petres

A series of rocks, standing 
upright and creating the 
impression of a “stone 
forest”.

– 23-12-20 Open 0 No
Geomorpho- 
logical

NG 06 Yes

2

The 
Petrified 
Forest of 
Lesvos

The Petrified Forest of 
Lesvos is a fossilized 
ecosystem that includes 
hundreds of standing 
and lying petrified tree 
trunks.

http://www 
.petrifiedforest 
.gr/

24-12-20 Restricted 5 Yes
Paleonto- 
logical

NG 03 Νο

3

Vatika 
Petrified 
Palm Forest 
Agios 
Nikolaos

Petrified palm forest of 
the coastal zone of Agios 
Nikolaos

https://www 
.visitvatika.gr 
/el/nature 
/petrified 
-forest.html

24-12-20 Open 0 Yes
Paleonto- 
logical

NG 03 Νο

4
Cave 
of Lakes-
Kastria

Cave of Lakes consist 
of 13 in total small or 
large lakes succeed one 
another.The terrestrial 
areas alternate with lakes 
ones until the cave’s end. 
The total lenh of cave is 
nearly 2Km.

https://www 
.kastriacave 
.gr/

28-12-20 Restricted 9 Yes Cave
NG 
05.1

Νο

5 Meteora

The gigantic rocks of 
Meteora resulted from 
the conglomerates 
erosion and the rapid 
uplift

https://whc 
.unesco.org 
/en/list/455/

04-01-21 Open 0 Yes
Geomorpho- 
logical

NG 06 Νο

8
Cave St. 
Georgiou 
Kilkis

St.Georgiou Kilikiw is one 
of the most important 
cave in Greece. THe cave 
has great paleontological 
value

– 04-01-21 Open 0 Yes Cave
NG 
05.1

Νο

6
Thracian 
Meteora

Thracian Meteora is 
located 15Km to the 
north Iasmos. The rocks 
of the Astrean rock 
formations are the same 
material with Meteora in 
Kalabaka.

– 04-01-21 Open 0 No
Geomorpho- 
logical

NG 06 Νο

7
Boucharia-
Nohtaria

At the area of Mikrovalto 
and Livadero 40Km south 
of Kozani are the natural 
formations of rocks that 
lave been created dy the 
corrosion of the ground.
Boucharia resemble 
chimneys,Nohtaria tall 
pyramid

– 04-01-21 Open 0 No
Geomorpho- 
logical

NG 06 Νο

9
Mirror 
rift Arkitsa

A rare geological 
phenomenon is a vertical 
rocky (limastone) surface 
over the highway. The 
surface is 300m length 
and 80m heigh.

– 04-01-21 Open 0 No Structural NG 01 Νο

10
Thermal 
Springs of 
Edipsos

The springs of Edipsos 
are more than 80. The 
temperature of the 
water ranges from 
28oC-86oC and it is rich 
in magnesium,calcium 
and iron.

– 11-01-21 Open 0 No
Thermal 
Springs

NG 08 Νο
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Id Name Details Link Ingestdate Access Price Museum Type Code
Geo- 
mythology

11
Gorge 
Samaria

The Gorge of Samaria 
and a large area has been 
characterized as National 
Park. Along the gorge you 
will find 22 sources of 
drinking water.

https://www 
.samaria.gr/en 
/tips-crossing 
-samaria/

11-01-21 Restricted 5 No Gorge
NG 
09.5

Νο

12 Gorge Ha

The Gorge of Ha is a 
beautiful technical gorge 
in Crete. The gorge is 
about 1.5 Km long, very 
narrow and the walls rise 
up hundreds of meters.

https:// 
petraoncrete 
.com/ha 
-gorge/

11-01-21 Open 0 No Gorge
NG 
09.5

Νο

13
Gorge 
Nekroi

The gorge of Nekroi in 
Zakros is an important 
archaeological gorge due 
to the large number of 
the graves found in the 
caves allong the gorge.

– 11-01-21 Open 0 No Gorge
NG 
09.5

Νο

14
Gorge 
Kotsyfos

The gorge starts at 
Kannevos village and 
ends at Plakias. The total 
length is 1800 m

– 11-01-21 Open 0 No Gorge
NG 
09.5

Νο

Tab. 3 Basic categorization of geoheritage sites of Greece for the 
GIS database, under the two broad categories of natural and 
anthropogenic geosites.

Natural Geosites (NG)

1 Structural sites (NG01)

2 Stratigraphic sites (NG02)

3 Paleontological sites (NG03)

4 Mineralogical-Petrographical sites (NG04)

5 Karstic features (NG05)

6 Geomorphological features (NG06)

7 Volcanic sites (NG07)

8 Thermal Springs (NG08)

9 Other Environments (NG09)

10 Glacial and Periglacial features and processes (NG10)

11 Landscapes (NG11)

Anthropogenic Geosites (AnG)

12 Mines (AnG01)

13 Quarries (AnG02)

14 Development projects sites (AnG03)

in each country, depending on the special geoen-
vironmental context, number of geoheritage sites, 
significance of the geoheritage items, purpose of 
the databse etc. 

In this study, QGIS version 3.16 (Hannover) and 
Google Earth™ were used to implement the database 
and register all entries, with the initial coordinate 
reference system being Geographic WGS 1984 (EPSG 
4326). During this first implementation, the database 
has been stored and processed locally. The coupling 
with external information such as national databases 
and Copernicus data (e.g. topography, land cover etc.) 
was carried out through Web Map Services (WMS) or 
direct downloading and importing in a GIS.

The table of elements (or attribute table) included 
eleven fields (Tab. 1) with the respective type (num-
ber, text, date etc.) and related information (Tab. 2).

2.3 Categorization of geoheritage in the database

The strategy for dividing geoheritage into broad cat-
egories (types) was to cover the variety of geological 
heritage elements in Greece, in a relatively simple, 
but comprehensive approach. To this end, 14 distinct 
categories were identified, covering both natural and 
anthropogenic geosites (Tab. 3 and Fig. 2).

More specifically, the type NG01 of natural geo-
sites includes places of tectonic interest, such as 
seismic faults, folds, or tectonic windows. Category 
NG02 is related to outcrops of formations with spe-
cific interest/meaning for the prevailing processes 
in the area’s geological history. NG03 is intended to 

cover locations of invertebrate or vertebrate fos-
sils and/or excavation sites. Places of (visible to the 
naked eye) special or rare mineralogical and petro-
logical composition are categorized in geoheritage 
type NG04. Type NG05 is associated with surficial or 
underground karstic features like sinkholes, poljes 
and caves. Other features formed by geomorphologi-
cal processes like weathering, erosion and deposition 
are categorized under NG06. Places of (active or his-
torical) volcanic activity (craters, phreatic explosions, 
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volcanic gas releases) fall under geoheritage category 
NG07. Thermal springs are considered as a special 
category under NG08. Special, extensive, and dynam-
ic environments with their associated structures and 
processes, which unveil essential geological elements 
of the area where they are encountered and are not 
very commonly regarded as geoheritage (e.g. rivers, 
lakes, coastal areas, deserts, gorges, waterfalls etc.), 
form a separate category (NG09). Glacial and perigla-
cial formations and processes (for Greece, it essential-
ly concerns remnants of glacial activity from the last 
ice age – 100,000–10,000 years ago) are included in 
within type NG10. The last natural geoheritage cate-
gory (NG11) is related to large geographic scale land-
scapes (e.g. mountains or mountain ranges, plains, 
basins, trenches, islands) that provide some vital 
information or constitute a unique and special geo-
logical appearance that reveals an important element 
of the geological history of the Earth.

Regarding anthropogenic geosites, they include 
active or inactive mines (AnG01) and quarries 
(AnG02), which, apart from the given geological 
interest, may also have considerable touristic, educa-
tional and historical value. The last category (AnG03) 
includes sites of other ancient and modern develop-
ment projects and artificial structures, which consti-
tute tangible proof of power of humans to shape the 
geo-environment. This category may e.g. encompass 
tunnels, canals, drainage works, road constructions 
etc. Quarries and mines could also have been includ-
ed in this category; however, the separation is consid-
ered useful because of Greece’s historically intense 
mining activity.

2.4 Geospatial analysis

Geospatial analysis was performed, in order to 
demonstrate the significance and prospective uses of 
the database at national level. To this end the Admin-
istrative Regions of Greece were taken into considera-
tion (Fig. 3), along with some other basic, meaningful 
parameters (elevation, land cover, climate change) 
from EU’s Copernicus Programme that could indica-
tively be of value to potential users. Additionally, as 
an indicative demonstration of local (site-level) usage 
of the database, a case study from the Island of Milos 
was implemented. Both open-source GIS (QGIS) and 
commercial GIS (ArcGIS™) software were used for the 
analyses.

More specifically, the Copernicus Land Monitor-
ing Services were used to retrieve elevation data 
from the European Union Digital Elevation Model 
(EU-DEM) (Copernicus Land Monitoring Service – 
Reference Data: EU-DEM 2017), whereas the most 
recent Land Cover Change data between 2012–2018 
were retrieved from Corine Land Cover (CORINE Land 
Cover n.d.).

Regarding climate change/sea level rise infor-
mation, it was accessed via the Copernicus Climate 
Change Service. In particular, it was taken into account 
that for the next 100 years the average sea level rise 
for Europe will be between 20 cm and 40 cm (Coper-
nicus Climate Change Service n.d.).

The land use change data underwent geospatial 
analysis in conjunction with the geoheritage data-
base, to identify land use changes affecting or likely to 
disrupt sites of geological heritage. In this process, a 

 
Fig. 2 Indicative examples of geological heritage sites, belonging to each of the 14 distinct categories identified in Tab. 3.
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buffer zone of 1 km was used to account for the inher-
ent geolocation uncertainty of certain types of geo-
heritage (caves, quarries etc.).

Each geoheritage element was assigned the cor-
responding orthometric elevation using the availa-
ble DEM. Subsequently, the geological heritage sites 
potentially at risk from sea level rise in the next 100 
years were identified, by adopting the extreme 40 cm 
sea level rise scenario.

In total, the ensemble geospatial analyses of all 
the aforementioned parameters with the geoheritage 
database yielded indicative new insights, such as:
a) Number of geoheritage items per administrative 

district.
b) Geoheritage density.
c) Density of geoheritage sites, normalized per area 

of Administrative Region.
d) Distribution of geoheritage, in terms of type and 

elevation (surface relief).
e) Correlation of geoheritage sites with land cover 

change.

f) Impact of projected sea level rise on geoheritage 
sites in the next 100 years.
For the site-specific (local level) example, the 

famous cove of Kleftiko (meaning “Bandit’s Lair” in 
Greek) was selected from the geoheritage database 
(Fig. 4). In particular, the focus was on an impressive 
limestone formation of about 65 m × 20 m × 10 m 
(length × width × height), just a few meters off the 
coast, which is one of the most popular tourist attrac-
tions on the island. The purpose was to demonstrate 
the monitoring potentialities with geospatial tech-
nologies (Remote Sensing and GIS). For this reason, 
three very high resolution (0.5–0.6 m) optical satellite 
data were used from the Worldview-2™ and Pleiades 
satellites™ for the years 2010, 2014 and 2023. These 
images were processed with the Sentinel Application 
Platform (SNAP) to retrieve the Natural Difference 
Water Index (NDWI) (McFeeters 1996), classify the 
result with K-Means unsupervised classification and 
calculate the area and perimeter of the rock formation 
for each image in a GIS.

 
Fig. 3 The 13 Administrative Regions of Greece, which were considered as a basis for an initial geospatial analysis of geoheritage information. 
The red star indicates the location of “Kleftiko” on Milos Island, which was chosen to demonstrate a site-level usage of the database.
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3. Results

The open GIS database already includes a few hun-
dreds of geological heritage elements all over Greece 
and is continually expanding. The database itself (or 
information regarding its migration) will be perma-
nently available at the “Open Geospatial Database” of 
the Aristotle University of Thessaloniki (https://gis 
.web.auth.gr/), freely accessible for all purposes. A 
demo of the relevant web map is already available at 
the aforementioned website under https://gis.web.
auth.gr/Webmaps/Geoheritage_171023_v3/index 
.html.

The geospatial analysis of geoheritage sites in con-
junction with the Administrative Regions provides 
an overview of the number of geoheritage items per 
Administrative Region (Fig. 5), which can be also nor-
malized by the area of each Region (Fig. 6), in order to 
yield more comparative results thereto. Disregarding 

the boundaries of Administrative Regions, an overall 
density of geoheritage sites at National level can be 
extracted (Fig. 7), which shows the concentration of 
geological heritage in specific areas. Another basic out-
put is the distribution of geoheritage per type, which 
can be easily visualized through the database (Fig. 8).

By using a DEM, the geoheritage sites can also be 
classified based on the surface relief where they occur 
and thus categorized from lowland to mountainous 
geosites, which adds another layer of useful informa-
tion for various purposes (Fig. 9).

With respect to the land cover change data, it can 
be observed (and quantified) that several geoheritage 
sites are in the vicinity of land cover changes between 
2012 and 2018 (Fig. 10), which may indicate a poten-
tial threat for the geoheritage.

Regarding the climate change impact assessment, 
the endangered geoheritage sites can be identified for 

 
Fig. 4 Left: Google Earth image of the limestone formation in the area of Kleftiko on Milos Island, which falls  
under the NG06 (Geomorphological features) type of geoheritage. Right: Photo (view from the South) of the same rock mass  
from in situ observations (Source: A. Mouratidis).

 
Fig. 5 Number of geoheritage items per Administrative Region.
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Fig. 6 Number of geoheritage sites normalized per Administrative Region area.

 
Fig. 7 Geoheritage density throughout the country.

different climatic projections and sea level rise sce-
narios (e.g. Fig. 11). 

Finally, for the site-specific application demonstra-
tion on Milos Island, the Kleftiko rock mass was delin-
eated from the satellite imagery in three processing 
steps (Fig. 12). This allowed the monitoring of this 
major rock formation, providing evidence for assess-
ing the progress of erosional processes (and thus the 
degradation of the geoheritage site), by measuring the 
changes in its area and perimeter (Tab. 4).

4. Discussion

The geological heritage database developed in this 
study is a dynamic tool aimed at highlighting all kinds 
of geoheritage from local to global impact. It is a rare 
example of addressing the topic in such a holistic 
approach, by covering a relatively large geographical 
scale, while including all types of geoheritage and all 
stages of geoheritage management. The database was 
developed within the framework of a PhD research, 
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Fig. 8 Distribution of geoheritage sites per type.

 
Fig. 9 Classification of geoheritage sites per surface relief according to Dikau’s classification (Dikau 1989).

but aims at continuous enrichment, development, 
correction when deemed necessary and foremost at 
its exploitation by national or local authorities as well 
as the general public. This will not only contribute 
to the optimization of the overall geoheritage man-
agement but will also render the registered geosites 
more widely known and further develop the citizens’ 
sense of responsibility in maintaining geological her-
itage elements for future generations. In this context, 

education in its very broad sense is of paramount 
importance and can maximize its potential through 
the use of open data (Coughlan 2020) – which is the 
case for the geoheritage database. 

The number of entries (about 350 to date) in the 
database has been sufficient to demonstrate the val-
ue and potential uses of a geospatially-enabled data-
base, but it is envisaged that it will increase to higher 
numbers in the near future. In any case, what is more 
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Fig. 10 Geoheritage sites vs Corine Land Cover Chance between 2012 and 2018.

 
Fig. 11 Impact of 40 cm sea level rise on geoheritage sites in the next 100 years.

important is to maintain or even raise the quality 
standards set from the beginning (especially regard-
ing verification and geolocation) rather than focusing 
on quantitative aspects.

GIS is the sine qua non for all the analyses and the 
fundamental connecting resource of all geospatial 
technologies and information for the purposes of this 
study. Due to the availability of all options, but also 
for reasons of convenience, both open source and 

commercial GIS were used. Nevertheless, it ought to 
be clarified that all the procedures presented herein, 
and many more, are feasible to be performed with 
freely available GIS software and related tools. This is 
considered particularly important, as it consolidates 
that the database if fully “open” at all stages, from its 
original assemblage to its operational use.

Apart from hosting the database at institutional lev-
el, it shall also be made available via National storage 
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Fig. 12 Mapping and monitoring of the Kleftiko rock formation between 2010 and 2023. The set of three very high resolution  
images (first row) was used to extract NDWI (second row) and subsequently to isolate the relevant non-water area via K-Means  
supervised classification (third row).

Tab. 4 Monitoring changes of area and perimeter for the rock structure of Kleftiko on Milos Island during 2010–2023.

Date Source
Area Perimeter

Area (m2) Change (m2) Change (%) Perimeter (m) Change (m) Change (%)

1 December 2010 Worldview-2 1747 – – 341.65 – –

1 May 2014 Pleiades 1692 −55 −3.1 237.35 −104.30 −30.5

23 June 2023 Pleiades 1643 −49 −2.9 242.00 4.65 2.0

Total −104 −6.0 Total −99.70 −28.6

resources – such as the Hellenic Academic Research 
Data Management Initiative (HARDMIN) https://
hardmin.heal-link.gr/en/about. This will ensure its 
viability as well as visibility at national level. The data-
base will also be made available on ArcGIS online™, 
Environmental Systems Research Institute’s (ESRI®) 
web-based mapping software for even higher visi-
bility and possibility to combine it with a plethora of 
other readily available geospatial information online.

The results from the demo of geospatial analysis 
presented herein provide various insights into the 
geoheritage elements that would otherwise be very 
difficult or time consuming to retrieve. For example, 
if only absolute numbers of geological heritage sites 
are considered (Fig. 5), it can be deducted that there is 
a dividing line between a “rich” in geoheritage South 
and a relatively “poorer” North in the country. Con-
versely, the nomalization of geoheritage items by area 
(Fig. 6) reveals that almost all of the Greek islands and 
the Administrative Region of Attica have a proportion-
ally higher number of geoheritage.

The main spatial reference unit used as a logical 
initial basis was that of the Administrative Regions, 
but more or less detailed spatial units can be used at 
will, like e.g. city boundaries, metropolitan areas, or 
any other meaningful spatial boundaries. This means 

that the operational scale of the database is very flex-
ible and is only limited by the geolocation accuracy 
by which the geoheritage items were registered. As 
an indication, considering the few (3–5) meters of 
accuracy in this case, these correspond to a maximum 
cartographic scale of about 1 : 10,000 to 1 : 25,000. 
Regardless of spatial sub-units, when the ensemble 
of geoheritage entry locations is used, the density of 
geological heritage can be revealed in more specific 
areas, like particular islands or part of Attica in this 
case (Fig. 7).

The distribution of geoheritage by type (Fig. 8) and 
elevation (Fig. 9) throughout the country reveals spa-
tial aspects of geological heritage which may be e.g. 
useful for touristic or educational purposes, but also 
of interest to the general public. For example, the con-
centration of specific types of mountainous geosites 
in Central Greece may indicate increased potential 
for revenues or educational field trips in the winter 
season, by exploiting the added value of geoheritage 
together with other cultural highlights in the area.

More advanced analyses incorporating external 
data like land cover or climate change information 
may produce higher level results, connecting geoher-
itage with a multitude of other parameters. For exam-
ple, they reveal that geoheritage are indeed prone to 
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land cover changes (Fig. 10), whereas more details 
on the nature of change can be easily retrieved from 
the attribute table of the Corine Land Cover dataset, 
which indicates the exact change in each case (from 
one land cover class to another), therefore being 
able to further assess the importance of each change 
concerning the nearby geoheritage site. In the case 
of sea level rise, 22 geoheritage sites are found to 
be endangered within the next decades (Fig. 11), an 
information that would prioritize interventions by 
the relevant protection authorities. Other risks, deg-
radation and changes to geoheritage sites may also 
be assessed, with respect to their sensitivity, fragility, 
natural and anthropogenic vulnerability (García-Ortiz 
et al. 2014; Pelfini and Bollati 2014). Indicative addi-
tional options for exploiting the database in conjunc-
tion with other geospatial information and GIS capa-
bilities include, but are not limited to: 
– The detection of deformation over geoheritage 

sites with satellite-based Interferometric Synthet-
ic Aperture Radar (InSAR) products from Coperni-
cus (EGMS n.d.) or similar services (Foumelis et al. 
2022).

– Implementation of vegetation, water, snow or oth-
er indices from satellite data, for accessing/moni-
toring the status of geoheritage sites.

– Combination with earthquake databases, to assess 
the seismic risk over geoheritage sites.

– Story telling (Antoniou et al. 2023) linked with 
georoute creation for enhancing public awareness 
of geoheritage in specific places (Georoutes of 
Nisyros n.d.).
The importance of the database is more evident 

when many (e.g. hundreds) of geoheritage sites are 
included in the analysis. Thus, its impact generally 
decreases with the decreasing geographical scale of 
reference, i.e. it is very high at national level, medium 
at regional level, and smaller at local level. Neverthe-
less, in case of existence of many geoheritage sites 
(high density) at regional or local level, the impact can 
also be equally high for relatively small geographical 
areas.

In site-level examples, such as that from Kleftiko on 
Milos Island, the contribution of the database itself is 
limited to the knowledge of geolocation for the (few 
or single) specific geoheritage item(s) that is (are) 
investigated. These examples are mainly highlighting 
the contribution of GIS analysis, not of the database, 
but mainly of the external geospatial data (remotely 
sensed or other) that are being used.

5. Conclusions

In terms of time and effort, the investment of con-
structing a thematically and geospatially accurate 
geoheritage database at National level is rather large. 
Nevertheless, once this complex and to a certain 
extend tedious task has been completed, having the 

GIS database available immediately provides prac-
tically infinite, relatively effortless, possibilities of 
extracting very useful information, depending on the 
user needs.

The GIS database offers practically endless possi-
bilities for combining its data with remotely-sensed 
or other geospatial information, rendering it particu-
larly useful in the overall management of geoheritage 
as well as in the decision-making process.

The geolocation accuracy of geoheritage sites in 
the database is of outmost importance, to fully har-
ness its potential. Therefore the registration of entries 
in only meaningful when it adheres to the minimum 
accuracy standards set for the whole dataset, other-
wise the functionality of the database as an ensemble 
is compromised.

The results of geospatial analysis presented herein 
indicate the potential uses of database and are subject 
to change, should more entries be registered and/or 
higher resolution information or accuracy is available 
(e.g. in terms of the land cover change or elevation of 
each geoheritage site).

Future work on the database itself, apart from 
increasing the number of records, may include the 
delineation of certain types of geoheritage in the 
form of polygon (e.g. caves, quarries), for increasing 
the accuracy of geospatial analysis, without the neces-
sity of using buffer zones. Also, geolocating geoherit-
age sites with very precise (cm level) in situ Global 
Navigation Satellite System (GNSS) measurements, 
will also add value to the detailed analysis and com-
bination with more refined geospatial information. 
Crowdsourcing and volunteering is another serious 
consideration for enlarging the database in terms of 
data volume and accuracy across the country, and, 
although it entails some higher risks of credibility, it 
will be explored in the near future.

The ultimate objective or vision behind and beyond 
the effective management of geoheritage with geospa-
tially-enabled information is to raise public aware-
ness on its value and at the same time contribute sig-
nificantly to the development of local societies.
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ABSTRACT
The rapid deglaciation in the Upper Indus Basin (UIB) significantly impacts local landscapes, watersheds, and basin-wide hydrology. 
While creating new opportunities, such as emerging landscapes and hydrological changes, deglaciation simultaneously heightens 
the risk of glacio-hydrological hazards in adjacent and downstream regions. With limited available land for agriculture and settle-
ments, communities around glaciers expand human activities toward newly formed floodplains and deglaciating valleys, necessi-
tating a comprehensive understanding of associated risks and vulnerabilities. This study employs Geographical Information System 
(GIS) and Remote Sensing products for a multicriteria hazards susceptibility assessment in the Shigar Valley, located in the down-
stream of major Himalayan glaciers – the Baltoro (63 km) and Biafo (67 km) glaciers. The research reveals that 28.3% of the valley 
is highly susceptible to multiple hazards, emphasizing the urgency of informed decision-making in the region. Only 0.03% area lies 
in the very low susceptible category, 9.7% in the low susceptible, 60.6% in the moderately susceptible, and 1.04% in the very highly 
susceptible categories. These findings highlight the need for proactive measures, adaptive strategies, and sustainable development 
in the Shigar Valley to mitigate the escalating risks posed by deglaciation and changing hydrological patterns.
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1. Introduction

The Hindukush-Karakoram-Himalayan (HKH) region, 
one of the most geologically active and environmen-
tally sensitive areas on our planet, has consistently 
been the focus of various scientific investigations, 
primarily due to its inherent geological complexi-
ty, climatic variability, and susceptibility to natural 
hazards (Richardson and Reynolds 2000; Wang et al. 
2021; Chowdhury et al. 2021; Kropáček et al. 2021). 
Cryo-hydro-climatic dynamics in the Upper Indus 
Basin (UIB), have been producing severe consequenc-
es in the proximal areas as well as in the Lower Indus 
Basin throughout history in the form of water short-
ages and catastrophic flooding (Lutz et al. 2016; Ish-
aque et al. 2022; Yao and Khan 2022). Following the 
history’s most devastating flooding in 2010 (Khattak 
et al. 2012), the recent floods of 2022 resulted into 
the displacement of millions of people when almost 
two third of the country was under water (Saifi et al. 
2022). With only a gap of 2 years, several areas in the 
HKH region were recently hit by severe flash floods in 
April 2024, causing widespread damages especially to 
standing crops, agricultural land, and other proper-
ty. Besides such large-scale catastrophic flooding, the 
local communities have been suffering the impacts 
of these changes in the form of glacial lake outburst 
floods (GLOFs), water stress associated with fluctu-
ating and uncertain snowmelt, landslides, and river 
blockages etc. (Iqbal et al. 2014; Gao et al. 2021).

The Shigar Valley in Pakistan is one of the most 
dynamic areas in the HKH exposed to a complex set of 
hazards, challenging its inhabitants and the environ-
ment. This valley is not only home for the local pop-
ulation but also a region of great cultural, economic, 
and ecological significance. Yet, it is distressed by 
multiple natural hazards, including landslides, gla-
cial lake outburst floods (GLOFs), earthquakes, and 
avalanches, which pose a constant threat to the lives 
of the local and downstream populations, as well as 
to the infrastructure, and sustainability of the valley 
(Sangha et al. 2019; Kumar et al. 2018; Kumari et al. 
2016). Located in the Karakoram Range, this valley is 
a region characterized by diverse topographic, climat-
ic, and geological conditions. Its location near the con-
verging boundaries of the Indian and Eurasian tecton-
ic plates makes it particularly susceptible to seismic 
events (Mondal et al. 2021). Moreover, the presence of 
numerous glaciers in the region increases the risk of 
GLOFs, a hazard that has claimed lives and caused sig-
nificant damage in the past (Bajracharya et al. 2015; 
Shrestha et al. 2019). Landslides, often triggered by a 
combination of factors including precipitation, thaw-
ing of permafrost, and seismic activity, further com-
pound the vulnerability of the area being (Adhikari 
et al. 2019; Bajracharya et al. 2020). In addition, ava-
lanches represent a constant threat to transportation 
routes and residential areas, especially during the 
winter months (Bhutiyani et al. 2008).

Understanding and mitigating these hazards are 
critical for the resilience and long-term survival of 
the communities residing in the Shigar Valley and the 
downstream communities. As climate change accel-
erates, the frequency and magnitude of these hazards 
are likely to increase, making it imperative to adopt 
advanced methodologies for assessing vulnerability 
and risk in this region (Clark-Ginsberg et al. 2021; 
Jaiswal et al. 2010). This study seeks to address this 
pressing need by employing advanced Multi-criteria 
Hazard Assessment (MHA) methods, leveraging the 
power of Geographic Information Systems (GIS) and 
Remote Sensing (RS) technologies to provide a com-
prehensive understanding of the vulnerability of the 
Shigar Valley to a range of natural hazards.

The existing literature on hazard assessment in 
the Shigar Valley provides valuable insights but lacks 
the comprehensive, integrated approach required 
to address this multifaceted challenge. Past studies 
have often focused on individual hazards in isolation 
or have relied on limited data sources and tradition-
al vulnerability assessment methods, which may not 
capture the complex interplay of factors affecting the 
region’s vulnerability to multiple hazards (Mokarram 
et al. 2021; Yang et al. 2021). Furthermore, the land-
scape is continuously evolving, both due to natural 
processes and human activities, making it essential to 
have up-to-date, accurate, and dynamic information 
for effective hazard assessment and risk management 
(Kaur et al. 2019).

The utility of GIS-based susceptibility maps cas-
cades into illuminating the geographical distribution 
of multi-hazard risks for the perusal of decision-mak-
ers and stakeholders. The techniques range from 
overlay analysis and weighted overlays to the efficacy 
of machine learning algorithms (Chen et al. 2018; Li 
et al. 2020). These utilities manifest their worth in 
guiding the scale of land-use planning, infrastructure 
development, disaster management and response, 
and targeted mitigation measures (Wenwu Chen and 
Zhang 2021; Piao et al. 2022; Ha-Mim et al. 2022; 
Kornejady et al. 2019). Multi-hazard analyses entail 
the integration of various factors and methodolo-
gies to assess the susceptibility of an area to multi-
ple hazards simultaneously. These analyses employ 
advanced techniques such as Geographic Information 
Systems (GIS) and Remote Sensing (RS) to incorpo-
rate diverse parameters such as topography, geology, 
climate, land use, and infrastructure into the assess-
ment process (van Westen 2000; Abella et al. 2008; 
Olaya Calderon et al. 2024). By considering multi-
ple hazards in conjunction, these analyses provide 
a more comprehensive understanding of the overall 
risk landscape, allowing for better-informed deci-
sion-making and proactive risk reduction strategies 
(Jaiswal et al. 2010; Kaur et al. 2019). Furthermore, 
multi-hazard analyses enable the identification of 
synergies and interactions between different haz-
ards, which may exacerbate overall risk levels (Ward 
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et al. 2020; Pham et al. 2021). This holistic approach 
is particularly crucial in regions like the Shigar Valley, 
where various hazards coexist and intersect, neces-
sitating a nuanced understanding of their combined 
impacts on local communities and ecosystems. By 
conducting multi-hazard analyses, researchers and 
stakeholders can effectively prioritize resources, 
implement targeted interventions, and enhance the 
resilience of vulnerable areas to a wide range of natu-
ral hazards. However, it is important to recognize that 
GIS-based multi-hazard assessments encounter sev-
eral challenges, including issues of data heterogeneity, 
uncertainty, and the compelling need for the evolution 
of advanced modeling methodologies (Ujjwal et al. 
2019; Ward et al. 2020; Pham et al. 2021).

The purpose of this study is to utilize advanced 
multi-criteria decision analysis methods, integrating 
Geographic Information Systems (GIS) and Remote 
Sensing (RS) products, to assess the vulnerability of 
the Shigar Valley, Himalayas, Pakistan, to a spectrum 
of natural hazards. This research aims to perform a 
comprehensive analysis of various natural hazards 
in the Shigar Valley by incorporating multi-crite-
ria, including topography, geology, climate, land use, 
and infrastructure, in the vulnerability assessment 
process, enabling a holistic understanding of the 
region’s susceptibility to hazards. The methodology 
for multi-criteria hazard susceptibility assessment 
in the Shigar Valley integrates geographical consider-
ations and the unique conditions of the Shigar Valley. 
The criteria for hazard mapping are formulated with a 

specific focus on the valley’s characteristics, recogniz-
ing its importance in the execution of Multi-Criteria 
Decision Analysis (MCDA). The assessment criteria 
are established through a comprehensive review of 
relevant literature and consultations with experts. 
The literature review aims to gather information 
applicable to GIS-based MCDA, drawing from primary 
sources obtained through reputable research data-
bases (Belay et al. 2022). Different MCDA method-
ologies, including Analytic Hierarchy Process (AHP), 
Analytic Network Process (ANP), Technique for Order 
of Preference by Similarity to Ideal Solution (TOPSIS), 
and Weighted Sum Model (WSM), are explored for 
assessing multi-hazard susceptibility. 

This analysis will establish risk zones within the 
Shigar Valley, which can serve as a foundation for 
informed decision-making and the development of 
hazard-specific risk reduction strategies. By achiev-
ing these objectives, this study aims to offer a com-
prehensive and up-to-date understanding of the 
vulnerabilities that the Shigar Valley faces, enabling 
local authorities, policymakers, and stakeholders to 
enhance proactive measures for disaster risk reduc-
tion and sustainable development. 

2. Study area

The Shigar Valley is located in the central part of 
the Karakoram Range stretching from 35°29′14″ 
N to 35°23′54″ N latitude and 75°41′56″ E to and 

 
Fig. 1 (a) Location map of the study area. Elevation was calculated in ArcGIS using SRTM data, while the boundary layers  
were obtained from DivaGIS.com.
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75°44′57″ E longitude (Fig. 1a). The Shigar Valley 
shares a border with China and is characterized by 
high peaks such as K-2 (8611 meters), Broad Peak 
(8047 meters), Angel Peak (6858 meters), and Skil 
Brum (7360 meters) with a population of 75 thou-
sand according to the census of 2017 (Abbas et al. 
2017). The valley consists of several small villages 
situated on alluvial fans, terraces, and gentle slopes 
along the river and its tributaries at altitudes ranging 
from 2300 m (Marapi) to 3050 m (Askole) (Schmidt 
2008). It is one of the best tourism destinations in the 
northern areas of Pakistan (Khan et al. 2023).

The Shigar River drains the valley and is supple-
mented by numerous smaller tributaries flowing 
from the surrounding mountains, primarily sourced 
from glaciers. This river takes its origin from the His-
par glacier situated at the base of the Haramosh and 
Kanjut Sar peaks in the Shigar valley. A vital tributary 
of the Shigar River originates from the Baltoro Gla-
cier near Masherbrum Peak, flowing westward to join 
the main channel. This river drains the meltwaters of 
the significant Baltoro and Biafo glaciers in the Kara-
koram Range. The catchment area is shaped by gla-
ciers, with a deep upper valley that widens near the 
mouth. A small river island forms at the junction of 
the main river and the Baltoro Glacier tributary. The 
high-altitude, low-rainfall catchment area is sparsely 
vegetated, and human habitation is limited. The val-
ley is characterized by moraines and glacial deposits 

resulting from the presence of these glaciers (Seong 
et al. 2009). Additionally, the Shigar Valley hosts 
several glacial lakes, often formed by the meltwater 
originating from the surrounding glaciers (Ali et al. 
2023).

Shigar Valley’s physiography is distinguished by 
its numerous landforms (Fig. 1b), which include val-
leys, mountains, glaciers, and river systems (Ali et 
al. 2023; Fatima et al. 2022). This area was selected 
for this study because of geophysical settings mak-
ing it susceptible to a variety of natural hazards and 
the fact that it is home to a considerable population. 
Geologically, the area spans the northern end of the 
Kohistan-Ladakh Island Arc (KLIA) and the southern 
edge of the Asian plate. The Main Karakoram Thrust 
(MKT), situated at the northern suture and pass-
ing through the Shigar Valley, acts as a dividing line 
between the meta-sediments of the Asian plate and 
the volcano-clastic rocks of the KLIA. Seismic activity 
not only makes it susceptible to earthquakes but also 
induced landslides and historically the area has been 
hit by severe landslide t (Calligaris et al. 2017). Fur-
thermore, the area is highly susceptible to snow ava-
lanches and glacial hazards. Several disastrous events 
can be noted from history such as the debris flow 
on Jul 27, 2000, which destroyed 124 houses, and a 
gigantic glacial flow on Apr 7, 2012 that took the lives 
of 139 people along with infrastructure and livestock 
damages (Gilany and Iqbal 2017).

 
Fig. 1 (b) Pictures captured by the first author during a recent visit to the study area in November 2023. The left image depicts Arando 
Village in the Shigar Valley, an area prone to recurrent flash floods in recent years. These floods have caused substantial damage, including 
sedimentation on agricultural land and accelerated erosion. The right image showcases a newly discovered granite complex near Bisil, Shigar, 
presenting potential economic prospects. However, this area is also susceptible to landslides and avalanches.
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2. Methodology

This study recognizes the importance of selecting 
factors influencing susceptibility to various hazards, 
including elevation, slope, flow accumulation, rain-
fall, distance from river, topographic wetness index, 
land use, lithology, normalized difference vegetation 
index (NDVI), curvature, distance from fault, stream 
power index, aspect, distance from road, and drainage 
density.

2.1 Data collection and preprocessing

Different sources and methods were used to extract 
and process the data for different factors considered 
for the multicriteria analysis. Several factors related 
to the characteristics of physical landscape (Tab. 1) 
were extracted from digital elevation model (DEM). 
These factors include elevation, slope, curvature, 
slope aspect, stream power index, flow accumulation, 
and drainage density. Curvature is classified into three 
classes: concave slope (negative value), flat plane (val-
ue −0.1 to 1.0), and convex slope (value greater than 
0.1) (Gizaw et al. 2023). The stream power index cal-
culates the erosive force of water in rivers or streams 
which was also extracted from the DEM (Okoli et al. 
2023; Olii et al. 2023). Likewise, flow accumulation 
was extracted from DEM. The topographic wetness 
index (TWI) quantifies terrain moisture availability. 
TWI was obtained from DEM (Moharir et al. 2023) 
using ArcGIS and divided into 5 groups. Drainage den-
sity was also extracted from DEM with 250 m inter-
vals (Ozegin et al. 2023; Upwanshi et al. 2023).

Data for rainfall was collected for local meteorolog-
ical stations from the Pakistan Meteorological Depart-
ment (PMD) Lahore head office (Tab. 1). Rainfall was 
mapped using the Inverse Distance Weightage (IDW) 
method in ArcGIS (Al-Taani et al. 2023; Li et al. 2023) 
and classified into three classes. Proximity to rivers 
provides valuable insights into flood risk (Majeed et 
al. 2023; Shekar and Mathew 2023). In this study, five 
classes, with intervals of 250 m extracted from DEM, 
were generated in ArcGIS (Fig. 2).

Land use and land cover (LULC) and NDVI data 
were acquired using Sentinel-2 satellite imagery and 
supervised image classification, six classes – glaciers, 
water bodies, agricultural land, vegetation cover, and 
built-up areas – were identified (Belazreg et al. 2023; 
Bandyopadhyay et al. 2023; Meshram et al. 2023). 
Lithology layer ws created using the geological sur-
vey data in ArcGIS (Farhat et al. 2023; Mushtaq et 
al. 2023), while soil type layer was generated from 
the Food and Agriculture Organization (FAO) shape 
files.

Another crucial geological characteristic in mul-
ticriteria hazard assessment, distance from fault, is 
measured in intervals of 200 meters using the geo-
logical survey of Pakistan data, with five classes gen-
erated in ArcGIS (Faryabi 2023; Ke et al. 2023; Kumar 
et al. 2023). Additionally, distance from road was 
extracted from 1 : 50,000 topographic map.

2.2 Analytical Hierarchy Process (AHP) method

Susceptibility maps based on AHP provide a quanti-
tative representation of areas vulnerable to various 
threats (Hu et al. 2018). It involves pairwise compari-
sons of criteria and sub-criteria to determine their rel-
ative relevance. A preference scale, inspired by Saaty 
(2008) and Kursunoglu et al. (2021), is employed to 
assign weightings reflecting the perceived importance 
of each factor. The AHP-based susceptibility evalua-
tion relies on the collection and preparation of spa-
tial data, organized within the hierarchical structure 
of the AHP framework (Bui et al. 2019; Javidan et al. 
2021). Pairwise comparison matrices and weight-
ings are utilized to assign priority scores to locations 
based on their susceptibility to threats. Higher scores 
indicate greater vulnerability, aiding decision-making 
by highlighting areas requiring targeted risk reduc-
tion actions (Cheng et al. 2020; Lee and Seo 2016; 
Youssef and Pourghasemi 2021).

The consistency ratio in AHP is a critical metric 
assessing the dependability of decision-makers’ judg-
ments during pairwise comparisons of criteria and 
alternatives (Scapozza and Bartelt 2003). It is cal-
culated as the Consistency Index (CI) divided by the 
Random Index (RI) (Scapozza et al. 2019).

The CI measures the degree of consistency in the 
pairwise comparison assessment. It is determined 
by comparing the largest eigenvalue (λ_max) of the 
matrix to its order (n), expressed as: 

Tab. 1 Description of spatial data for different parameters.

Parameter Source Description

Elevation ALOS-PALSAR DEM 12.5 m2 resolution DEM image

Slope ALOS-PALSAR DEM 12.5 m2 resolution DEM image

Distance to fault ALOS-PALSAR DEM 12.5 m2 resolution DEM image

Aspect ALOS-PALSAR DEM 12.5 m2 resolution DEM image

Flow  
accumulation

ALOS-PALSAR DEM 12.5 m2 resolution DEM image

Distance to river ALOS-PALSAR DEM 12.5 m2 resolution DEM image

Drainage density ALOS-PALSAR DEM 12.5 m2 resolution DEM image

Curvature ALOS-PALSAR DEM 12.5 m2 resolution DEM image

LULC Sentinel-2 image 10 m2 resolution from USGS

NDVI Sentinel-2 image 10 m2 resolution from USGS

Soil type FAO Soil shape files

Geology Geological map 1 : 50,000 from GSP

Lithology Geological map 1 : 50,000 from GSP

Topographic 
wetness index 

ALOS-PALSAR DEM 12.5 m2 resolution DEM image

Distance to road Topgraphical map 1 : 50,000 from GSP

Rainfall
Metrological 
department

30-years data from PDM
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(a). elevation  N (b). slope  N (c). aspect  N

(d). curvature  N (e). lithology  N (f). TWI  N

(g). SPI  N (h). drainage density  N (i). flow accumulation  N

(j). distance from river  N (k). rainfall  N (l). LULC  N

(m). NOVI  N (n). distance road  N (o). distance to fault  N

 
Fig. 2 Layers for multicriteria hazards susceptibility assessment. Detail methods and sources of data have been discussed in the methodology 
description.

Consistency ratio = Consistency Index (CI)
 Random Index (RI)

The Random Index (RI) serves as a reference value 
to estimate the consistency level of randomly generat-
ed matrices, ensuring the reliability of decision-mak-
ing judgments. If the calculated CR is close to or less 

than 0.10, the judgments are considered reasonably 
consistent and acceptable. However, if the CR exceeds 
0.10, it suggests inconsistencies in the pairwise com-
parisons, requiring further scrutiny or revisions.

The CR is computed to ensure consistent judg-
ments, defining the ratio. If the calculated CR is less 
than or near 0.10, judgments are deemed reasonably 
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consistent and acceptable. A CR exceeding 0.10 indi-
cates inconsistencies, necessitating further inspection 
or revisions. 

Decision-makers use a scale created by Saaty, rang-
ing from 1 to 9. These scale values are logarithmically 
separated to maintain qualitative comparisons. Tab. 
2 illustrates the numerical scale used to convert lan-
guage preferences into numerical score values (Reh-
man et al. 2022).

Tab. 3 presents random index values used to cal-
culate the consistency ratio. The CI, expressing the 
degree of consistency in pairwise comparisons, is 
determined by comparing λ_max to its order (n). The 
Random Index (RI) is a reference value assessing the 
consistency level of randomly generated matrices.

2.3 Multi-hazards weight assignment

Weights assigning is a crucial step in developing the 
multi-hazards index map to reflect the varying degrees 
of risk in the research area with high degree of accu-
racy. In this study, we employed a weighted overlay 
in ArcGIS, to ensure integration of multiple hazard 
factors. Given the region’s varying susceptibility to 
different hazards, each hazard category was carefully 
considered. This integrated approach ensures that the 
contribution of each hazard factor is adequately con-
sidered in the multi-hazards index map. The following 
weights were assigned to different hazards based on 
experts’ observations drawing from different litera-
ture sources (Park et al. 2018; Rehman et al. 2022).

Flood Weight (40%)
The study area, situated in a high-risk zone, experi-
ences frequent flooding events and therefore it was 
assigned the highest weight (40%) to conduct a final 
multi-hazards susceptibility map.

Landslide Weight (30%)
A weight of 30% was assigned to landslides due to the 
region’s topographical characteristics aligning with 

the observed vulnerability of the area to slope failures 
and associated risks.

Earth Snow Avalanches Weight (25%)
Considering the substantial risk of snow avalanches, 
particularly at higher steep slopes, a weight of 25% 
was assigned acknowledging the threats associated 
with this landscape.

Earthquake Weight (5%)
While earthquakes contribute to the overall hazard 
profile, the weight assigned to this factor was set at 
5%. This decision reflects the seismic activity in the 
region but acknowledges that other hazards pose 
comparatively greater risks.

Using weighted overlay analysis, the individual haz-
ard indices were integrated to generate an overall sus-
ceptibility index map, depicting the varying degrees 
of susceptibility across different areas (Rahman et al. 
2022). The resulting polygons were then converted 
into a projected coordinate system to facilitate the 
calculation of areas corresponding to different sus-
ceptibility categories using the field calculator tool in 
ArcGIS.

3. Result and discussion

Flood hazards, exacerbated by glacial-fed drainage 
and the formation of glacial lakes in the upper catch-
ment of the Shigar River and its tributaries, pose a sig-
nificant threat in the study area, making it susceptible 
to Glacial Lake Outburst Floods (GLOFs) (Campbell 
2004; Batool et al. 2016). To comprehensively assess 
flood susceptibility, detailed mapping was conduct-
ed, integrating multiple factors (Afreen et al. 2022) 
such as elevation, slope, flow accumulation, rainfall, 
distance to river, drainage density, topographic wet-
ness index, land use, soil type, lithology, NDVI, and 
curvature.

Tab. 2 Conversion of language preferences into numerical scores.

Scale value Importance of scale Example in detail

1 Equally important Both variables are equally significant

3 Moderately important One variable is slightly significant

5 Strongly important One variable is strongly significant

7 Very strongly important One variable is dominantly significant

9 Absolutely important One variable is entirely significant

2,4,6,8 Intermediate Intermediate value

Tab. 3 Random index values to calculate consistency ratio.

N 1 2 3 4 5 6 7 8 9 10 9 10

RI 0 0 0.58 0.90 1.12 1.24 1.32 1.41 1.45 1.49 1.45 1.49



84 Munazza Afreen, Fazlul Haq, Bryan G. Mark

The resultant flood susceptibility index map pro-
vides insights into the vulnerability of the study area, 
particularly concerning the very high and high catego-
ries (Fig. 3a). Notably, the downstream region in the 
densely populated lowland exhibits a pronounced 
susceptibility to floods. Conversely, areas character-
ized by very low flood susceptibility are limited and 
predominantly situated in high steep slopes. A signif-
icant portion of the landscape falls within the moder-
ately to low susceptible categories.

Statistically, the analysis reveals that a total of 
59.3 km2, constituting 1.04% of the total area, falls 
under the very highly susceptible category in terms 
of flood hazards. The heightened flood risk in this 
region is compounded by its dense population and its 
role as the primary cultivation zone in the valley. Sim-
ilarly, 1604.9 km2 or 28.3% of the area is classified as 
highly susceptible (Tab. 4), primarily concentrated in 
the floodplains of the main Shigar River and its major 
tributaries. These zones, observed through inventory 

Fig. 3 Flood and landslide susceptibility index maps. The maps were created in ArcGIS using the relevant layers.
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points and previous studies, have experienced fre-
quent inundation events (Gilany and Iqbal 2016). In 
particular, several major villages are located with-
in the high to very high susceptible zones, including 
Chaqpo, Tissar, Churtron, Haiderabad, Lansa, Marapi, 
Churka, Alchori, Qulpur, and Kashmal. 

Landslides, with the second-highest weight in the 
hazard susceptibility index, emerge as a frequent and 
impactful hazard within the study area. A comprehen-
sive approach to landslide hazard mapping involved 

the consideration of ten key parameters, including 
lithology, soil type, slope, land use, distance to road, 
distance to river, distance to fault, elevation, aspect, 
and precipitation. The intricate interplay of these 
factors in the region’s topography and climatic condi-
tions establishes a substantial susceptibility to land-
slides, as corroborated by existing literature (Hewitt 
1999; Calligaris et al. 2017).

The results of the study elucidate that a significant 
portion of the study area, 1459 km², which makes 

Fig. 4 Earthquake and snow avalanches susceptibility index maps. The maps were created in ArcGIS using the relevant layers.
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25.8% of the total land, is characterized by a high sus-
ceptibility to landslide hazards (Tab. 4). The resultant 
landslide susceptibility index map provides a rep-
resentation of vulnerability distribution across the 
study area (Fig. 3b). The susceptibility to landslides 
demonstrates an escalating trend toward higher 
elevations and steeper slopes, accentuating the top-
ographic influence on landslide occurrence. Within 
the highly susceptible zones, notable villages such as 
Hoto, Daso, Demal, Haiderabad, and Arandu are sit-
uated, underscoring the threat to populated areas. 
A substantial yet distinct portion, comprising 64.6% 
of the total, falls within the moderately susceptible 
classification. This delineation reflects the nuanced 
topographic hostility inherent in the region.

Despite the prevalence of moderately susceptible 
areas, a closer examination reveals that only a select 
few out of approximately 50 villages are positioned in 
the high to very high susceptible zones. This under-
scores the concentrated nature of landslide vulner-
ability, with specific communities facing heightened 
risks. Navigating the landscape challenges posed by 
landslides necessitates a tailored understanding of 
the localized susceptibility patterns, enabling tar-
geted mitigation efforts and community resilience 
strategies.

In exploring the hazards prevalent in our study 
area, snow avalanches emerge as a significant concern 
(Hewitt 1988; Hewitt et al. 2011; Hasson et al. 2014; 
Gilany and Iqbal 2017), demanding a detailed evalu-
ation (Shroder et al. 2011). We adopted a thorough 
approach, considering twelve factors like slope, dis-
tance to fault, lithology, and others to create a Snow 
Avalanche Susceptibility Index (Ali et al. 2023). The 
susceptibility index, depicted in Tab. 3, assigns differ-
ent levels ranging from low to very high vulnerability.

Examining the map (Fig. 4a), it’s evident that high 
and very high susceptibility zones cluster in elevated 
terrains, primarily in the upper northern and north-
western parts of our study area. Zooming in, villages 
such as Wazir Pur, Churka, Hasnupi, and others fall 
within these high-risk zones. These findings high-
light the localized nature of avalanche susceptibility, 
emphasizing that certain communities face elevated 
risks due to where they’re situated.

On the flip side, most low-lying regions show-
case low susceptibility. This spatial distribution of 

susceptibility levels points to areas where avalanche 
risks are comparatively lower, providing valuable 
insights for targeted safety measures and communi-
ty planning. Breaking down the stats, areas with very 
high susceptibility cover 40.7% of the total land, while 
high susceptibility areas account for 11.8%. On the 
lower end, low susceptibility areas make up 2.35%. 
This statistical breakdown gives us a clearer picture 
of the varying risk levels across the landscape. Our 
assessment of snow avalanche susceptibility helps 
uncover the mix of factors influencing risk. Identify-
ing high-risk zones and areas of lower susceptibility 
is vital for crafting safety measures tailored to spe-
cific communities. This down-to-earth understanding 
is crucial for decision-makers working to safeguard 
our communities from the challenges posed by alpine 
hazards.

In our study, our primary aim was to create a 
comprehensive picture of the risks in the Shigar 
Valley by looking at multiple hazards simultaneous-
ly. We achieved this by assigning weights based on 
expert opinions from existing literature, ensuring a 
well-rounded analysis (Zhou et al. 2016; Rehman et 
al. 2021; 2022). By doing this, we move beyond just 
individual hazards and gain a holistic understanding 
of how various threats come together, influencing 
the overall risk profile of the study area. Our holis-
tic approach allows us to look at the bigger picture, 
giving us insights into how different hazards interact. 
This in-depth exploration provides a detailed view 
of vulnerability, crucial for managing and planning 
human activities in the region.

Looking at the results, the susceptibility of the 
study area to combined hazards is quite worrisome. 
A significant portion of the valley, about 28.3%, falls 
into the highly susceptible category, and an addi-
tional 1.04% is classified as very highly susceptible 
(Tab. 4). These areas are predominantly along the 
floodplains of the Shigar River and its tributaries, 
which are crucial zones for human activities (Fig. 5). 
Moving beyond the high susceptibility zones, we find 
that approximately 60% of the total land in the study 
area is moderately susceptible to multi-hazards. This 
moderate susceptibility is spread throughout the val-
ley, presenting challenges for a range of activities. It’s 
not just about the extremes; even the moderate risk 
areas demand attention and planning. In contrast, 

Tab. 4 Area susceptible to various hazards and overall multi-hazards susceptibility index.

Susceptibility index → Low Very low Medium High Very high

Hazards ↓ Area (km2) %age Area (km2) %age Area (km2) %age Area (km2) %age Area (km2) %age

Floods 1.73 0.030 550.2 9.70 3436.0 60.7 1604.9 28.3 59.3 1.04

Landsides 1.61 0.020 494.8 8.70 3654.5 64.6 1459.7 25.8 40.3 0.70

Avalanches 135.50 2.300 2410.1 42.65 2304.5 40.7 667.8 11.8 132.8 2.35

Earthquake 0.34 0.005 866.3 15.30 3507.1 61.9 1229.1 21.7 58.7 1.03

Multi-hazard 1.73 0.030 548.6 9.70 3432.0 60.8 1602.1 28.3 59.2 1.04
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the low and very low susceptibility categories cover 
a relatively small proportion of the total land. Most 
of these areas are located in uninhabited high moun-
tains and glacial terrain. 

Understanding the dynamics of highly susceptible 
zones along with moderately and less susceptible are-
as is crucial for adapting resilient strategies. The val-
ley’s vulnerability is not just about the extreme risks 
but also about managing day-to-day activities in areas 
that might seem less risky but still demand attention. 
Balancing these aspects is key to ensuring a secure 
and sustainable future for the Shigar Valley.

4. Conclusion

In undertaking a comprehensive multi-hazard sus-
ceptibility assessment for the Shigar Valley, our study 
has provided invaluable insights into the complex risk 
landscape of this region. As we conclude, it becomes 
evident that navigating the hazards in the Shigar Val-
ley requires a nuanced understanding and strategic 
planning to foster sustainable resilience. Our research 
delved into individual hazards, uncovering the specif-
ic threats posed by floods, landslides, snow avalanch-
es, and earthquakes. By carefully mapping suscepti-
bility indices for each hazard, we laid the groundwork 
for a detailed exploration of the challenges faced by 
the Shigar Valley. 

Floods emerged as a recurrent and severe hazard, 
particularly in lowland areas adjacent to the Shigar 

River and its tributaries. The susceptibility mapping 
illuminated the vulnerabilities of densely populated 
regions, emphasizing the need for targeted risk reduc-
tion strategies and preparedness measures. Land-
slides, with their significant weight in the susceptibili-
ty index, showcased a substantial portion of the study 
area as highly susceptible. The distribution of vulner-
abilities revealed a correlation with higher elevations 
and steeper slopes, impacting villages like Hoto, Daso, 
Demal, Haiderabad, and Arandu. The susceptibility 
map for snow avalanches unveiled high and very high 
susceptibility in the elevated regions, affecting villag-
es like Wazir Pur, Churka, Hasnupi, Daso, Dasonid, 
Doka, Zil, and Surungo. Low susceptibility prevailed 
in low-lying areas, emphasizing the need for specif-
ic mitigation strategies based on local terrain. Given 
the historical significance of earthquakes in the HKH 
region, our earthquake susceptibility assessment 
indicated considerable vulnerability. Highly suscepti-
ble zones were concentrated in populated southern 
and southwestern lowlands, emphasizing the need for 
resilient infrastructure and emergency preparedness.

Moving beyond individual hazards, we adopted 
a holistic approach by combining all hazards into a 
multi-hazard susceptibility index. Assigning weights 
based on expert opinions enabled us to capture the 
interconnectedness of these threats. This approach 
not only identified highly susceptible zones but also 
highlighted moderate risk areas that demand atten-
tion for comprehensive hazard planning. Our inte-
grated analysis painted a concerning picture, with a 

Fig. 5 Multi-hazards susceptibility index of the study area. The map was created using weighted overlay in ArcGIS combining  
all the hazards susceptibility indices.

N
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substantial area classified as highly and very highly 
susceptible. Balancing the need for development and 
human activities in these areas requires meticulous 
planning, emphasizing the importance of communi-
ty awareness and engagement. As we conclude, it is 
imperative to consider our findings in guiding sus-
tainable development and resilience strategies in the 
Shigar Valley. Additionally, our study emphasizes the 
need for ongoing monitoring and adaptive manage-
ment to address the dynamic nature of hazards in this 
region. In navigating the multi-hazard landscape of 
the Shigar Valley, our research lays the groundwork 
for informed decision-making, fostering a resilient 
future for the communities that call this vulnerable 
yet picturesque landscape home.
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ABSTRACT
This article aims to identify potential sites for agricultural use in the state of Manipur of north east India by employing the analytic 
hierarchy process in a geographic information system environment in conjunction with the use of remote sensing and soil data. 
Within the analytic hierarchy process, each terrain variable underwent a pairwise comparison and criteria weights were assigned 
according to their relative importance. Eight variables were selected and used in land suitability analysis for agriculture. It was 
found that Manipur had 57% (12,660 km2) of its total geographical area suitable for agriculture. However, 8126 km2 (37%) and 
1374 km2 (6%) of the total geographical area was currently and permanently unsuitable land respectively. The distribution of suita-
ble land varied greatly, with highly, moderately and marginally suitable land covering only 8%, 16% and 33% respectively of the total 
geographical area. The highly suitable agricultural land is predominantly concentrated in the Imphal valley (70%), though 90% of 
moderately suitable and 96% of marginally suitable land also exist in the hills. The hilly areas constitute 96% and 97% respectively 
of currently unsuitable and permanently unsuitable land in the state. Suitable land comprises of land with low to medium altitude, 
gentle to moderate slopes, soil of fine or acceptable quality, and with minimal flood risk. Unsuitable lands tend to be diametrically 
opposite to these attributes with steep hill slopes. The nature of distribution of land suitability types influences the agricultural 
pattern in Manipur. Agriculture in the hill areas comprises mainly of shifting cultivation on hill slopes, whereas in the valley region 
it is irrigated and permanent. This analysis of Manipur has a wider applicability since the shifting cultivation-irrigated agriculture 
combination is similar to that which exists across much of the highlands of South East Asia.
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1. Introduction

Terrain evaluation assesses land features such as 
topography, geology, soil quality, water availability, 
vegetation, and current land usage to determine its 
appropriateness for a specific activity (Beckett et al. 
1972). Land evaluation analyses the essential prop-
erties of the terrain and its ability to support specific 
land uses sustainably over extended periods (Bandy-
opadhyay et al. 2009). Topographic characteristics 
are key to land capability and suitability analyses as 
they influence the irrigation system, soil quality, cost 
of land development, forms of agricultural plots, and 
crop diversity (Akinci et al. 2013; FAO 1985; Mahato 
et al. 2024). Topography influences the hydrological 
regime, climatic and meteorological conditions of a 
particular terrain which are important determinants 
of soil (Florinsky 2012; Nath et al. 2021). Soil and 
climate data are crucial for land evaluation and land 
capability classification (Sitorus 2010).

Land suitability (LS) analysis is a process of deter-
mining inherent land capabilities, its quality, poten-
tial, and suitability for different purposes (Zolekar 
and Bhagat 2015). Agricultural LS analysis is a way of 
ensuring food security in line with the United Nations 
sustainable development goals (SDG) (Akpoti et al. 
2019). Indigenous communities leverage their tradi-
tional ecological knowledge and environmental acu-
men in the assessment and selection of agricultural 
land plots. Crops to be cultivated are chosen based on 
soil characteristics, insolation, and moisture availa-
bility. Relatively better agriculture sites are selected 
for the cultivation of rice, the principal crop. Indige-
nous knowledge is crucial in agricultural land suita-
bility analysis (Feizizadeha and Blaschkeb 2013), but 
this method of land evaluation has limitations in the 
formal land use assessment. LS analyses have been 
undertaken concerning agroforestry in NEI (Nath 
et al. 2021), paddy cultivation (Mahato et al. 2024), 
vegetable farming (Sarkar et al. 2023), betel nut cul-
tivation and crop acreage expansion (Hudait and 
Patel 2022). Being determined by several factors, LS 
requires a multicriteria assessment in its approach.

Multicriteria decision making is a method of pro-
cessing a set of criteria into a single index of evalu-
ation (Feizizadeh and Blaschke 2013). Numerous 
methods are available for multicriteria decision mak-
ing such as artificial neural networks (Wang 1994), 
criteria matching process (Ritung et al. 2007), logi-
cal integration (Martin and Saha 2009), logic scoring 
preferences (Montgomery et al. 2016) and Analytic 
Hierarchy Process (AHP). AHP has proven to be an 
effective and methodical means of assessing intuition 
and subjective personal choices and incorporating 
them into objective mathematics (Saaty 2001). It pro-
vides a method to make assessments and decisions 
objectively using a simple pairwise comparison. The 
combination of GIS and AHP techniques is widely used 
across different disciplines (Podvezko 2009; Tempa 

2022). The latter involves breaking down a decision 
into a hierarchy of criteria and sub-criteria and then 
assigning weights to each of these based on their rel-
ative importance (Saaty 2008). LS analyses deal with 
multiple factors that influence agriculture in varying 
ways. AHP uses pairwise comparison of data in which 
the criteria involved are compared in pairs which is 
simpler than taking all criteria considered at a time 
(Podvezko 2009).

The integration of AHP in a GIS environment has 
proved to be a versatile tool that has been used in a 
range of studies like LS analysis, groundwater poten-
tial mapping, and decision-making in diverse fields 
(Canco et al. 2021; Bozdağ et al. 2016; Akinci et al. 
2013; Melese and Belay 2022; Hassan et al. 2020). 
Similar studies on paddy cultivation on parts of NEI 
(Mahato et al. 2024; Pawe and Saikia 2022) have been 
carried out. However, no such studies on Manipur 
have been undertaken. The majority of the population 
depends on agriculture and allied economic activities 
where shifting cultivation is the dominant agriculture 
method. Therefore, the objective of the present study 
is to evaluate LS for agricultural land use optimization 
using AHP in a GIS environment and to determine the 
distribution of land resource availability in Manipur. 
The hills of NEI of which the current study area (CSA) 
is a part are ethnically and physiographically similar 
to SE Asia (SEA). Therefore, this analysis has signifi-
cantly wider applicability.

2. Study area

Manipur, in north-east India (NEI), extends from 
23°83′N to 25°68′N latitude and 93°03′E to 94°78′E 
longitude (Fig. 1). The state has been referred to as 
a “Mini-Amazon” (Ganguly et al. 2023) being part of 
the India Burma biodiversity hotspot (Rai and Van-
lalruati 2022) and is ecologically vulnerable (Jin et 
al. 2021). Imphal Valley (IV) consists of 10% of the 
state’s TGA (22,327 square kilometers) while the sur-
rounding Hills of Manipur (MH) constitute 90% of 
the tract. Geological formations in the state include 
Tipam, Surma, Barail, and Disang, while IV is formed 
of recent alluvium soils (GSI 2011). The Tipam and 
Surma are soft, friable and poorly consolidated are-
naceous rocks forming highly dissected hills and 
valleys. The Barail predominantly comprises coarse, 
massive, well-bedded sandstone and shales. Disang 
is composed mainly of shales and occasional lime-
stone blocks interbedded by sandstones. The Barail 
and Disang are depicted by moderately dissected hills 
and valleys. Each geological group exhibits varying 
base cation exchange capacity (CEC) of soil. The CEC 
(cmol/kg) in the A horizon of major soil series in the 
state are 9.2 (Surma), 11 (Disang), 14 in Suongpeh 
series and 17.3 in Leimakhong series at the adjoining 
zone of Disang, and Barail rocks (Sahoo et al. 2020). 
The hill areas generally exhibit higher soil organic 
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carbon (SOC) content than IV (Roy et al. 2018). Incep-
tisols, Ultisols, Entisols, and Alfisols which constituted 
38.4%, 36.4%, 23.1%, and 0.2% respectively of TGA 
are the dominant soil types (Sen et al. 1996).

Geomorphological landforms are categorized into 
four types based on their origin: structural, denuda-
tional, fluvial, and lacustrine. Structural origin hills 
and valleys are highly or moderately dissected, but 
some low dissected hills and valleys belong to this 
group. Denudational landforms, here, are usually 
pediplains, piedmont slopes, low hills, and valleys. 
The fluvial origin landforms are the old alluvial flood 
plain, the young alluvial flood plain, and the active 
flood plain. Lastly, lacustrine plains are found most-
ly around Loktak Lake (GSI and NRSC 2012). Fig. 2 
illustrates the topography and relief of Manipur while 
Tab. 1 summarizes the spatial distribution. The flat 
and gently sloping landforms accounted for 16% of 
the TGA while hills and mountains make up the rest 
of the state. Topographically, about 84% of the TGA of 
Manipur is formed of hilly and mountainous terrain.

NEI has a monsoon climate (Ganguly et al. 2023). 
Manipur lies close to the Tropic of Cancer and acquired 
the characteristics of a tropical climate but north of 
the 25°N latitude, it has a warm temperate mesother-
mal climate (Dikshit and Dikshit 2014). It has a mean 
annual temperature of 19 °C to 20 °C and an average 

rainfall of 2000 mm to 2400 mm. The CSA falls within 
the Eastern Himalayan agroclimatic region, but it has 
three distinct agro-ecological zones (AEZ) (https://
horticulture.mn.gov.in/soil_of_manipur.html). The 
warm and humid AEZ with a thermic ecosystem has a 
length of growing period (LGP) of 300–330 days. The 
hot and humid AEZ has a hyperthermic ecosystem 
and LPG of 270–300 days. The warm and perihumid 
AEZ has an LGP of 330–365 days. The AEZs are char-
acterized by deep and fine red and lateritic soils that 

Fig. 1 Location of thestudy area.

Tab. 1 Areal distribution of different landforms.

Relief Types
Slope 

(in degrees)
Area 

(in km2)
Area
(in %)

Flat < 1.5 1657 7.45

Undulating/ 
Gently Sloping

1.5–4.0
780 3.51

Rolling/Sloping 4.0–7.5 1252 5.63

Hilly 7.5–15 4928 22.17

Mountainous 15–20 4754 21.38

Steep/Mountainous 20–30 7029 31.62

Very Steep/Highly  
Mountainous

> 30
1831 8.24

Total Area 22231 100



96� Letminthang�Baite,�Niranjan�Bhattacharjee,�Jimmi�Debbarma,�Anup�Saikia

have available water capacity of 200–300 millimeters 
per meter (Sen et al. 1996).

The soils are generally hyperthermic and have low 
cation exchange capability and base saturation, yet it 
has high exchangeable calcium and magnesium ions 
and high organic carbon content (Sahoo et al. 2020). 
Despite the prevalent shifting cultivation and soil loss, 
agriculture can effectively continue due to the con-
stant replenishment of soil organic through the fall of 
litter. The AEZ and associated soil characteristics of 
Manipur show the prospects for crop diversity (Sen et 
al. 1996). However, there are concerns regarding the 
effect of climate change on water resources, forests, 
the environment (GoM 2013), and agricultural pro-
ductivity in the state (Takhell 2023). According to the 
CEEW (Council on Energy, Environment and Water) 
Report 2021, Manipur ranks 6th in the climate vul-
nerability index. The dependence of the population on 
activities like agriculture, forestry, and fishing makes 
them particularly vulnerable to climate change (Devi 
et al. 2023).

3. Data and methods

Topographic data and soil information were the 
main datasets used in the analysis (Fig. 3). The 

Shuttle Radar Topographic Mission (SRTM) (https:// 
earthexplorer.usgs.gov) Digital Elevation Model 
(DEM) was used to extract topographic information 
(i.e. slope and altitude). The altitude and slope map 
of the study area were prepared using the 30 meter 
DEM in ArcGIS 10.8 (www.esri.com). Geomorpho-
logic attributes such as alluvial plains, flood plains, 
piedmont slopes, lacustrine swamps, and marshes 
were acquired from the Geomorphology of Manipur 
(1 : 50,000 scale) from the Bhuvan web portal (https://
bhuvan-app1.nrsc.gov.in/thematic/thematic/index.
php). The data was prepared jointly by the Geological 
Survey of India (GSI) and the National Remote Sens-
ing Centre (NRSC). We manually digitized the geomor-
phic units of the study area in ArcGIS. The vector file 
of the data was assigned separate grid codes for each 
geomorphic unit and converted to raster. We derived 
soil attributes from the soil map of Manipur available 
at the scale of 1 : 500,000. The map was prepared by 
the National Bureau of Soil Survey and Land Use Plan-
ning (NBSS & LUP) and the Directorate of Horticul-
ture and Soil Conservation, Manipur (https://esdac 
.jrc.ec.europa.eu/content/manipur-soils). The soil 
mapping units consisted of dominant (50% or more 
of the delineated area) and subdominant soil families 
(Sen et al. 1996). Four soil attributes – depth, erosion, 
drainage, and flood hazards – were digitized manually 

Fig. 2 Relief�and�elevation�profile�of�the�study�area.

Horizontal�distance�in�kilometers�and�vertical�distence�in�meters
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from the soil map in ArcGIS. Subsequently, the digi-
tized vector shapefile representing these soil charac-
teristics was converted into raster datasets. The glob-
al land use and land cover (LULC) data available at 
15-meter resolution was downloaded from the ESRI 
website (https://livingatlas.arcgis.com/landcover). 
The LULC classes used in this analysis were built-up, 
bare ground, crop or fallow lands, flood vegetation, 
range and open grassland, and dense forest. Of these, 
the extent of the bare ground class was negligible, 
crops and fallow land constitute irrigated permanent 
agricultural lands (PAL). The LULC was reclassified 
into five classes after combining similar classes for 
the present study. Finally, all the raster data prepared 
for LS analysis were resampled into a uniform spatial 
resolution of 100 meters and projected into a uniform 
UTM coordinate system (Fig. 4).

3.1 Analytic Hierarchy Process (AHP)

AHP decision making involves several steps: identi-
fication of variables, hierarchical structuring of the 

variables, pairwise comparison of each element, and 
calculation of weights. The involvement of multiple 
criteria and intricate relations among the elements 
in AHP makes the assignment of criteria weight a 
complex process. However, AHP arranges criteria in 
a hierarchical structure and enables a pairwise com-
parison of the elements. This technique is simple and 
efficient as it allows qualitative estimates of experts 
to be converted to quantitative ones (Podvezko 2009; 
Gupta and Dixit 2022).

A comparison between two elements was per-
formed to determine how many times one element 
was dominant over the others (Saaty 2008). The pair-
wise comparison was based on subjective assessment 
and intuitive judgment among the criteria (Saaty 
2001). The criteria used in LS were judged based on 
their relative importance (Tab. 2) Saaty (2008). We 
performed a pairwise comparison based on informa-
tion about altitudes (Allan 1986), slopes (FAO 1976) 
and soil attributes (FAO 1967; Grose 1999) and the 
pairwise judgment in similar studies (Hudait and 
Patel 2022; Mahato et al. 2024; Zolekar and Bhagat 
2015). The opinions of elderly farmers, especially in 
hill agriculture, and the authors’ intuition during the 
field observations played a crucial role in pairwise 
judgment. Based on Saaty’s preference scale, slope 
exacted a significant importance over soil depth, 
drainage, erosion, and LULC respectively (Tab. 3). The 
pairwise matrix consists of n (n − 1)/2 elements of 
comparison for n numbers of elements (Akinci et al. 
2013). Interpretation of other elements in the pair-
wise matrix was the same as detailed above.

When performing pairwise comparisons incon-
sistencies often occur. The logical consistency of the 
pairwise comparison can be determined by the con-
sistency ratio (CR) as suggested by Saaty (Akinci et 
al. 2013). The validity of the pairwise comparison 
matrix was confirmed by CR with an upper limit of 
0.10 (Saaty 2008). The calculated CR of the pairwise 
matrix was 0.028 (Tab. 4) well within the threshold 
value of 0.1. Therefore, the pairwise matrix obtains a 
sufficient degree of logical consistency in the pairwise 
comparison.

Fig. 3 Flow chart and methodology.

Tab. 2 Fundamental scale of comparison for pairwise comparision (Saaty 2008).

Intensity  
of importance

Definition Explanation 

1 Equal importance Two activities contribute equally to the objective

3 Moderate importance Experience and judgment strongly favor one activity over another

5 Strong importance Experience and judgment strongly favor one activity over another

7 Very strong or demonstrated importance
An activity is favored very strongly over another; its dominance 
demonstrated in practice

9 Extreme importance Preference for one activity over the other is highest

2, 4, 6 and 8 Intermediate values When compromise is needed

Reciprocals
If activity i has one of the above numbers assigned to it  
when compared with activity j, then j has the reciprocal value 
when compared with i.
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3.2 Description of criteria used  
in LS evaluation

Altitude: Altitude significantly influences agricultur-
al land use and cropping patterns, offering opportu-
nities for specialized agriculture tailored to specific 
elevation zones (Allan 1986; Bonan 2015). The alti-
tude of the CSA was categorized into five classes (Tab. 
5). Crops and livestock thrive at altitudes below 180 
meters but above this zone, some crops are vulnera-
ble to frost (Grose 1999). Limited crops thrive at 380–
500 meters and there is little grazing ground available 
at 600–900 meters. Beyond 900 meters elevation, no 
activities are possible.

Slope: Slopes are the basis for the FAO classifica-
tion of agricultural LS based on the degree of limita-
tion of mechanization, trafficability, and accessibility. 
Slopes are a primary factor in site selection for agri-
cultural land use (FAO 1976) since they are related 
to soil depth, texture, moisture, and nutrient availa-
bility. They can be categorized into five classes (Tab. 
5) based on the limitations they present to different 
agricultural activities (FAO 1976). For instance, slopes 
less than 4° have more than 90% tractor efficien-
cy while only primitive implements can be used on 
slopes greater than 35°.

Geomorphology (GM): Geomorphic units like allu-
vial and flood plains are ideal for agriculture due to 
the high soil fertility in these zones. It is an impor-
tant component of LS analyses for paddy cultivation 
(Mahato et al. 2024; Anusha et al. 2023). Eight geo-
morphic units are available in the CSA which were 
assigned weights and ranked according to their 
importance for agriculture (Tab. 5).

Soil depth: It determines the volume of soil that can 
be used by crops. Deep soils are preferred for agricul-
ture (FAO 1967). Types of soil depth in CSA are deep 

(> 100 cm), moderately deep (75–100 cm), moderate-
ly shallow (50–75 cm), and shallow (25–50 cm). The 
effective rooting in crops is restricted by soil depth 
in varying degrees as severe, moderate, slight, and 
no limitations depending on the thickness of the soil 
horizon (Bhaskar et al. 2021). Soil depth as provided 
in the soil mapping units is given in Tab. 5.

Soil drainage: It is determined by soil texture, 
topography, and water table which control air and 
nutrient availability thus determining soil produc-
tivity (Sen et al. 1996). Soil drainage efficiency was 
interpreted from an earlier analysis (Grose 1999) 
and were assigned weights accordingly. Soil drainage 
classes found in CSA ranged from extremely poor to 
excessively drained soils (Tab. 5).

Flood hazard: The state has slight, moderate, and 
severe flood hazard zones and most of the MH faces 
slight or no flood hazards. However, areas along the 
river banks are prone to seasonal flooding. IV is vul-
nerable to occasional severe flooding due to heavy 
runoff and low infiltration capacity of the soil as a 
result of land degradation in the catchment area 
(https://mastec.nic.in/images/Completed_projects 
/ReportFloodHazard.pdf).

Soil erosion: Soil erosion in the CSA ranged from 
slight to severe (Tab. 5). The IV has very slight or no 
erosion but the rest of Manipur faces moderate to 
severe erosion attributable to the hilly topography, 
land degradation, and heavy rainfall (Roy et al. 2018). 
Slight erosion manifests as damaged surface horizons, 
yet soil biotic conditions remain undisturbed (Jahn et 
al. 2006). Moderate erosion displays evident signs of 
soil loss, impacting biotic functions. The annual soil 
loss in terms of tons per hectare through slight, mod-
erate, and severe erosion amounted to 10–20, 20–40, 
and >40 tons/ha/year respectively (NRSC 2019).

LULC: Cropland lies fallow during the post-harvest 
or off-season. Rangeland is an open area covered by 
homogeneous plants such as grass and stunted veg-
etation that is open to other land uses. On the other 
hand, built-up and water bodies cannot be converted 
into PAL. Flooded vegetation is covered with a variety 
of plants like paddy, grass, and shrubs in seasonally 
flooded areas (Karra et al. 2021). Forests with trees 
higher than 15 meters were identified as dense forests.

Tab. 3 Pairwise comparison matrix of criteria based on Saaty’s fundamental scale (2008).

Criteria Slope Soil depth GM Altitude Soil drainage Flood Soil erosion LULC Criteria weight (CW)

Slope 1 3 4 4 5 6 7 9 0.34

Soil depth 1/3 1 3 4 5 6 5 8 0.24

GM 1/4 1/3 1 1 3 5 5 7 0.13

Altitude 1/4 1/4 1 1 3 4 3 5 0.11

Soil Drainage 1/5 1/5 1/3 1/3 1 3 3 5 0.07

Flood 1/6 1/6 1/3 1/4 1/3 1 2 3 0.06

Soil Erosion 1/7 1/5 1/5 1/3 1/3 1/2 1 2 0.03

LULC 1/9 1/8 1/7 1/5 1/5 1/3 1/2 1 0.02

Tab. 4 Pairwise comparison result.

Maximum Eigen Value (λmax) 8.280

Consistency Index (CI) CI = (λmax – n)/(n–1) 0.040

Consistency Ratio (CR) CR = CI/RI 0.028

Random Index (RI) 1.410
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Tab. 5 Criteria and sub-criteria weight assignment.

Main criteria CWCW Criteria level two Score (x)

Slope 
classes

0.34

Level to gentle 9

Gentle slope 7

Moderate slope 5

Steep slope 3

Very steep slope 1

Soil  
depth 

0.24

Deep soil 7

Deep associated with 
moderately deep soil

6

Deep associated with shallow 
soil

5

Moderately shallow and deep 
soil

4

Other soils 1

Geo- 
morphology

0.13

Alluvial plain 9

Flood plain 9

Pediment pediplain complex 7

Piedmont slope 7

Low dissected hills and  
valleys 5

Moderately dissected hills  
and valleys 5

Lacustrine swamp and marsh 3

Highly dissected hills and 
valleys 3

Water body 1

Altitude 
zones

0.11

0-150 5

150-300 4

300-450 3

450-600 2

600 Above 1

Drainage 
effectiveness

0.07
Well drained 7

Well drained associated with 
poorly drained

5

Main criteria CWCW Criteria level two Score (x)

Drainage 
effectiveness

0.07

Well drained associated with 
excessively drained

5

Somewhat excessively drain 
associated with well drain

4

Poorly drained associated with 
well drained

3

Excessively drained associated 
with well drained

3

Others 1

Flood 
hazard

0.06

None 5

Slight flooding 4

Moderate and severe 3

Moderate to severe 2

Severe and slight 1

Soil  
erosion

0.03

No erosion 9

Very slight erosion 9

Slight erosion 7

Moderate erosion 5

 Moderate 5

Low erosion 3

Moderate to severe erosion 3

Moderate erosion; severe  
in parts

3

Severe erosion, moderate  
in parts

1

Severe 1

LULC 0.02

Crops/fallow lands 7

Range, open grassland, expose 
soil/rocks 5

Flood vegetation, rice paddy 4

Trees higher than15m,  
dense vegetation 3

Others 1

Criteria weights (Fig. 4) of the elements were calcu-
lated by normalizing the pairwise comparison matrix 
(Tab. 3). The normalized pairwise matrix was created 
by dividing the column elements of the matrix by the 
sum of the respective columns. The sum of the ele-
ments of the rows in the matrix was calculated, then 
each sum of a row was divided by the sum of their 
total (Akinci et al. 2013; Podvezko 2009). The weight 
vector of the criteria ranged from 0 to 1 the sum of 
which equalled 1 (Tab. 5). Assignment of the sub-cri-
teria rank was done on a scale between 1 and 10. For 
instance, slope < 4° was assigned a score of 9, slope 
8–20° was given 5 while very steep slopes > 35° 
scored only 1. The higher the score the more favour-
able the sub-criteria and minimal constraints were 
posed for agriculture. Similarly, the ranks for other 
elements of the sub-criteria were assigned based on 
their importance to agriculture. Scores were allocated 
based on the degree of suitability or constraints of the 
sub-criteria for agricultural application. These were 

in concordance with similar analyses (Anusha et al. 
2023; Bandyopadhyay et al. 2009; FAO 1976; Grose 
1999; Hudait and Patel 2022; Mahato et al. 2024; Zol-
ekar and Bhagat 2015).

The weighted sum overlay analysis for LS evalua-
tion was run in the Spatial Analyst tool of ArcGIS 10.8 
using the formula (Zolekar and Bhagat 2015; Mahato 
et al. 2024):

=
=1

 ⎲
⎳

Where LSI is the land suitability index, CWi indi-
cates the weight of the main criteria, Xi represents the 
assigned sub-criteria score of the ith land suitability 
criteria, and n denotes the total number of selected 
parameters.

The output of the weighted sum overlay analysis 
yielded continuous raster data where the maximum 
value indicated the most suitable land and the least 



100 Letminthang Baite, Niranjan Bhattacharjee, Jimmi Debbarma, Anup Saikia

value represented unsuitable land. The continuous 
data was reclassified into five classes according to 
FAO (1976) as highly suitable, moderately suitable, 
marginally suitable, currently unsuitable, and perma-
nently unsuitable (Fig. 5). The LS classification sys-
tem of FAO was employed since it has been adopted 
by several studies (Hudait and Patel 2022; Kazemi 
and Akinci 2018; Zolekar and Bhagat 2015). The 
assignment of different suitability classes was based 
on Jenk’s classification method. This method works 
on the principle of maximum homogeneity of val-
ues within a class. Jenk’s classification has become a 
standard geographic classification algorithm (North 
2009) in which the geographical environmental unit 
has a minimum deviation from the mean class. It is 
a “data classification method designed to determine 
the best arrangement of values into different classes” 
(Chen et al. 2013) giving optimal results. To deter-
mine the extent of LULC in different LS categories, the 
latter were overlaid on the former. The area covered 
by each LULC class overlapped by the LS classes was 
evaluated.

4. Results and discussion

Land Suitability is divided into two sub-groups – suit-
able land (S) and not suitable land (N). The former 
was further subdivided into three classes, namely, 
highly suitable (S1), moderately suitable (S2), and 
marginally suitable (S3). N was divided into currently 
unsuitable (N1) and permanently not suitable (N2) 
categories (Fig. 5). The areal distribution of different 

land suitability classes in Manipur exhibited signifi-
cant variation (Tab. 6).

S1 was characterized by level or gentle slopes, 
deep soils, and was situated in the low altitude zone. 
Soils were either well or poorly drained and experi-
enced slight to moderate flooding, and slight to no 
erosion. This land category enabled the cultivation of 
wet paddy during the monsoon season and vegeta-
bles in other seasons (Fig. 7A). S1 was well-suited for 
agriculture and had immense potential for intensive 
agriculture (Zolekar and Bhagat 2015). S2 land had a 
gentle slope and occurred at slightly higher altitudes 
(Fig. 7B). Soils were moderately deep to deep and 
were generally associated with slight to moderate ero-
sion. Such lands were cultivable and productive pro-
vided suitable conservation and management system 
were practiced on them (Zolekar and Bhagat 2015). 
Areas under S2 with moderate to gentle slopes were 
used in terrace cultivation while those prone to flood-
ing and waterlogging were suitable for paddy culti-
vation. S3 land was the most widespread suitability 

Fig. 4 Ranked criteria.

Tab. 6 Area under different land suitability classes.

Suitability Class Area in km2 Area in %

Highly Suitable Land (S1) 1793 8

Moderately Suitable Land (S2) 3588 16

Marginally Suitable Land (S3) 7297 33

Currently Not Suitable (N1) 8126 37

Permanently Not Suitable (N2) 1374 6

Total 22158 100



Agricultural land suitability analysis in Manipur 101

Fig. 6 Land suitability (built-up and water-body removal).

Fig. 5 Land suitability. 
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Fig. 7C Paddy cultivation on marginally suitable land (Date: 02/10/2021).

Fig. 7A Wet paddy cultivation on highly suitable land (Date: 20/8/2019).

Fig. 7B Paddy cultivation on moderately suitable land (Date: 04/10/2021).
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class found on moderate to steep slopes of hills at 
higher altitudes, with no flood hazards, characterized 
by excessive soil drainage and moderate to severe 
soil erosion. Agriculture, especially terrace farming, 
was possible on marginally suitable land with prop-
er conservation and management strategies (Zolekar 
and Bhagat 2015). S3 were devoted mainly to shifting 
cultivation in MH (Fig. 7C). Due to significant limi-
tations in S3, production was low, and also expendi-
ture on farm inputs tended to rise. As a consequence, 
the profit of farm production was adversely affected 
(Ritung et al. 2007). N1 and N2 lands were charac-
terized by steep slopes and found at higher altitudes 
where soils were shallow and prone to severe erosion. 
Although the N1 and N2 classes were of little value 
from the agricultural perspective, they were generally 
undisturbed and perennially under vegetation. Thus, 
different LULC classes (Tab. 7) distributes across var-
ious LS categories.

The area suitable for agriculture constitutes rough-
ly 57% of the TGA of Manipur, with the remaining 
43% land being unsuitable for cultivation. Of the total 
1793 km2 of S1 class, 23% was built-up and about 1% 
had reservoir water from construction of dams result-
ing in the submergence of fertile plains along the river 
course. The area of LULC under different LS classes 
is given below (Tab. 8). The bulk of S3 (86%) was 
under forest and scrubland (12%) while built-up and 
cropland were insignificant. Manipur had 4565 km2 
highly suitable and 10482 km2 suitable for agroforest-
ry (Nath et al. 2021). The estimate of land capability 

Class II in the state stood at 9% of its TGA (Sen et al. 
1993). The soils in this capability class had slight 
limitations but were cultivable with proper man-
agement strategies. The S1 (highly suitable land) in 
this study (8%) was close to the area of IIws and IIIw 
combined (9.1%). Manipur has 52.87% of S1 devot-
ed for PAL (Tab. 8). This LS class was characterized 
by gentle slopes, high annual rainfall on floodplains 
and was conducive to paddy cultivation (Mahato et al. 
2024).

About 7% (119 km2) of S1 land in Manipur was 
scrub forest or range land. Scrub or range lands are 
degraded forests with minimal vegetation cover. 
Therefore, S1 has the potential to be converted as 
PAL without unduly adverse effects occurring on the 
green cover. The extent of S1 within forest cover is 
16% or 288 km2 and can be expanded for PAL. The 
share of S1 available for expansion into PAL is small 
compared to S2. Additionally, conversion from forest 
land to PAL is not an environmentally friendly course 
of action. Although 3243 km2 of S2 class is available 
for conversion into PAL it remains under-utilized. S2 
has the potential for expansion and improved sustain-
able agriculture. Manipur depends on imported food 
grains from other Indian states yet 52% of the state’s 
population is engaged in agriculture and allied sectors 
(GoM 2015). One important reason for the limited 
expansion of PAL is the high cost of land development 
and maintenance. There is a pressing need for the 
expansion of sustainable agriculture. Currently, agri-
culture expansion is feasible in S1 and S2 LS classes, 

Tab. 7 Land use land cover distribution in different districts of Manipur.

Districts
Area of LULC in square kilometres 

Built-Up Agriculture Scrub Flood vegetation Forest Water

Bishnupur 71 203 32 88 23 63

Chandel 30 35 322 0 2795 2

Churachandpur 56 55 347 0 4234 19

East Imphal 107 200 37 0 250 4

Senapati 95 84 755 0 3960 9

Tamenglong 37 12 176 0 3960 9

Thoubal 119 342 73 24 111 45

Ukhrul 46 6 529 0 3870 1

West Imphal 130 239 30 18 50 20

Tab. 8 Area of LS class under different LULC classes in Manipur.

Land suitability 
class

LULC classes (area in km2)

Built-up Fallow / crop (PAL) Flood vegetation Range / scrub Dense forest Water-body Total 

S1 413 948 1 119 289 23 1793

S2 130 168 10 439 2804 36 3588

S3 121 14 6 854 6251 31 7279

N1 22 41 78 785 7123 77 8126

N2 3 2 35 94 1236 4 1374
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however, it entails adequate financial investment. 
The S3 class in the MH (Hills of Manipur) is used for 
shifting or jhum cultivation. Among the NEI states, 
Manipur has the highest area under shifting cultiva-
tion and the minimum annual area under it is 900 km2 
(Choudhury and Sundriyal 2003). It is not suitable for 
PAL due to topographic constraints. Floods and water 
logging are the main limitations in the IV of Manipur. 
Yet the latter contributes a major share of the state’s 
agricultural output due to favourable climatic, hydro-
geologic and topographic conditions (Thockchom and 
Kshetrimayum 2019).

The share of S1 class is highly inequitable among 
the districts (Tab. 9). The four districts in IV account 
for 71% of the S1 land in Manipur. However, due to the 
concentration of population and large scale develop-
mental activities in the IV, S1 lands were converted 
to other land use. The MH accounts for only 29% of 
S1 exhibiting the hill-valley contrast in the availabil-
ity of suitable agricultural land in the state. In terms 
of spatial extent, the former spreads over 20,089 km2 
i.e. 89.98% of the TGA of the state. Our analysis shows 
that S1 land for PAL is inadequate in Manipur, though 
the average size of operational land holding was 1.14 
hectares in 2015–2016 (MoA&FW 2018). According 
to the latest Agriculture Census (2015–2016), the 
total operational land holding in the state was 1720 
km2 out of which 45.9% lie in the hill areas (MoA&FW 
2018). In the MH, irrigable lands suitable for PAL are 
scarce, therefore, people have little option than to 
take recourse to shifting cultivation. The latter is an 
age-old practice rooted in their culture. Additional-
ly, people are involved in economic activities such as 
fuelwood collection, charcoal making, and collection 
of forest products. In the valley region, the S1 class is 
prevalent, and wet paddy cultivation dominates agri-
culture, while animal husbandry, fish farming, and 
vegetable crops are practiced as well.

The man-land ratio is high but the quality of land is 
poor in MH due to topographic constraints. The avail-
ability of S1 land in IV and MH is highly inequitable 

(Tab. 10). This resulted in limited accessibility, high 
cost of agriculture management, difficulties in the 
transportation of farm produce. In the IV of Mani-
pur land is scarce and the man-land ratio is low. Yet, 
it is endowed with favourable natural conditions 
such as low soil erosion and fertile alluvial soil, and 
social factors like accessibility, market, and modern 
agriculture equipment. Historically, the hill and val-
ley people were one people but the preference for an 
agricultural system as a result of distinct geographical 
attributes has caused an economic gap and other cul-
tural differences to develop over time (Phanjoubam 
2005). The distinct geographical entity in Manipur, 
now, forms culturally and economically different pop-
ulations in the state. The hill dwellers are at a rela-
tively disadvantageous position vis-vis their counter-
parts in the valley in terms of agriculture and allied 
opportunities.

In addition to the terrain factors, the effect of glob-
al climate change on agriculture production remains 
an unavoidable issue. The erratic and changing pat-
tern of precipitation in the past few years resulted in 
low crop yield (Takhell 2023). There are perceptions 
of climate change effects on agriculture among the 
farmers in the NEI region (Devi et al. 2023; Baruah 
et al. 2021). That Manipur is vulnerable to floods and 
designated as a flood hotspot (Mohanty and Wadha-
wan 2021) poses a challenge to its agricultural sector. 
Additionally, extreme weather events that are project-
ed to get accentuated are slated to affect crop yields 
(Roy et al. 2018). The situation Manipur is faced with 
is not dissimilar to that faced in other parts of high-
land SEA (Boral and Moktan 2022).

Topographic and soil data are essential criteria in 
the LS analysis (Akinci et al. 2013; Kazemi and Akin-
ci 2018; Zolekar Bhagat 2015) and climatic data are 
sometimes, but not always, incorporated in studies 
dealing with specific crops (Nath et al. 2021). The 
selection of criteria for LS analysis varies among 
authors based on the specific objectives of their study 
and the geographical characteristics of the study area 

Tab. 9 Area of land suitability classes in different districts.

Districts 
S1 S2 S3 N1 N2

km2 % km2 % km2 % km2 % km2 %

Bishnupur 234 13 53 2 35 1 118 1 40 3

Imphal East 329 18 116 3 104 1 42 1 0 0

Imphal West 342 19 47 1 28 0 71 1 0 0

Thoubal 359 20 137 4 92 1 120 1 6 0

Chandel 145 8 727 20 1187 16 1079 13 16 1

Churachandpur 150 8 802 22 1541 21 1644 20 539 39

Senapati 140 8 655 18 1269 17 1294 16 112 8

Tamenglong 42 2 502 14 1311 18 1739 21 585 43

Ukhrul 52 3 549 15 1712 24 2018 25 75 5

Total 1793 100 3588 100 7279 100 8126 100 1374 100
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(Mahato et al. 2024). The present analysis being con-
cerned with agriculture suitability in general in both 
the tropical (Awb) and humid warm temperate (Cfb) 
climates of Manipur (Dikshit and Dikshit 2014) felt 
that climatic data was not an overriding requirement. 
The climatic conditions in Manipur are typically con-
ducive to agriculture (Sen et al. 1996) hence climatic 
parameters was not included in the LS analyses.

5. Conclusion

The rationale behind this analysis was to consider 
agriculture land suitability in Manipur that would 
have applicability to other hill regions in SEA. The 
use of the AHP technique in a GIS environment has 
simplified the terrain evaluation process by analyz-
ing soil and topographic data. The findings show that 
S1 is scarce: about half of its area is devoted to crop-
ping and settlement. In the remaining portion of S1, 
there is potential for expansion of PAL at the cost of 
forest and scrubland. The majority of the S2 and S3 
lands are found in the MH where shifting cultivation 
has been a traditional practice for sustenance. How-
ever, the operation of shifting cultivation accelerates 
deforestation and environmental degradation in the 
state, calling for the need for research to identify a 
more suitable and sustainable method of cultivation. 
Soil erosion is a major concern in the hills whereas 
flooding and water logging are the challenges in the 
valley. The analyses of land capability is necessary 
in the hill-valley complex of Manipur and it is hoped 
would add to the scanty literature pertaining to Mani-
pur in this respect. 
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ABSTRACT
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1. Introduction

Channel depositional forms are a key element in the 
natural evolution of river channels (Bridge 1993; 
Lewin 1976). These deposits can be represented by 
gravel or sandy bars formed from fluvial sediments 
settled either along the banks (such as lateral or 
point bars) or within the central channel (such as 
transverse, mid-channel, or diagonal bars). They 
are shaped through the deposition and reworking of 
loose sedimentary material transported by the water 
flow to locations where there is a local decrease in 
transport capacity. This process is typically associ-
ated with the channel geometry, with deposits most 
often found on the inner banks of bends, in areas of 
local channel widening, or in zones with flow obsta-
cles that allow for the dispersion of the flow energy 
(e.g., downstream transversal structures like check 
dams and weirs or behind stable large wood) (Abbe 
and Montgomery 1996; Hey et al. 1982; Jaballah et al. 
2015; Škarpich et al. 2019). These bars are typically 
described as “forced” due to their formation process, 
in contrast to “periodic bars”, which are large sedi-
ment deposits formed as a result of morphodynamic 
instability (Duró et al. 2016).

The ratio of channel width to flow depth is a criti-
cal parameter for the formation of the bars (Cordier 
et al. 2020; Duró et al. 2016; Redolfi et al. 2020). In 
cases of periodic lateral bars, which can be observed 
in straight channel reaches, their relative height above 
the level of common flows is proportional to the depth 
of the channel (Tubino et al. 1999). In general, the bars 
are highest in their central sections and the elevation 
above water surface correlates with flow character-
istics related to the river transport capacity, where 
higher flows usually lead to the formation of relative-
ly lower deposits (Redolfi et al. 2020). The bars also 
often exhibit specific characteristics in terms of grain 
size distribution. Typically, bars are made up of finer 
sediments than those found in the permanently sub-
merged parts of the channel (Smith 1974). It has been 
frequently observed in natural channels that the sur-
face layer of bars becomes finer in downstream direc-
tion, with the coarsest material present in the frontal 
(i.e., upstream) bar segment and the finest sediments 
found in the distal (i.e., downstream) segment (Ash-
worth and Ferguson 1986; Li et al. 2014; Smith 1974). 
Additionally, there is usually a gradual fining of sed-
iments from the water level to the outer edge of the 
bar as the depth and flow velocity decrease during 
bar flooding (Parker and Andrews 1985). Surface lay-
er armoring on bars can also occur, meaning that the 
sediments beneath this layer contain finer grain-size 
fractions (Hey et al. 1982; Smith 1974). However, all 
these morphological or sedimentological trends can 
be disrupted by the presence of vegetated patches on 
the bars, which acts as a hydraulic roughness element 
facilitating the deposition of particularly fine sed-
iments (Corenblit et al. 2015; Edwards et al. 1999). 

Similarly, bars in human-impacted, channelized 
channel reaches (Holušová and Galia 2020), or those 
directly affected by sediment dredging (Zawiejska et 
al. 2015), can exhibit significant differences in sedi-
mentary structure and morphology.

The formation and morphodynamics of bars 
depends on the availability of a sufficient quantity 
of fluvial sediment, whose characteristics (volume, 
grain-size, and the frequency and intensity of its 
movement) are influenced not only by natural condi-
tions (e.g., lithology, energy of relief, and hydrological 
regime) but also by various types of direct and indi-
rect anthropogenic interventions that are quite typical 
for European cultural landscapes and human-impact-
ed fluvial systems. Examples of such interventions 
include bank reinforcements that prevent the deliv-
ery of sediments to the channel through bank ero-
sion, the construction of longitudinal barriers that 
slow down or prevent the downstream movement 
of sediments, or changes in land use, such as affores-
tation, which stabilizes sediment sources across the 
entire catchment area (Syvitski et al. 2005). Another 
important factor is the presence of vegetation in the 
river channel, which can stabilize the banks or bars 
through root systems and reduce flow velocity due to 
increased hydraulic roughness (Corenblit et al. 2015). 
In this regard, a variable hydrological regime and the 
regular occurrence of flows capable of transporting 
sediments, and thus actively reshaping these bars, are 
crucial for the occurrence and sustainability of bars. 
Low variability in flows (e.g., due to the presence 
of valley dams regulating peak discharges or water 
abstraction), with the absence of transport-efficient 
flows, can lead to complete colonization of the bars by 
vegetation and their integration into the floodplain, 
resulting in a reduction of both the width and flow 
capacity of the channel (Adami et al. 2016; Crosato 
and Mosselman 2020).

From the ecological point of view, bars provide an 
environment essential for certain plant species that 
require periodic flooding (Gilvear and Willby 2006; 
Zeng et al. 2015). The presence of bars also influences 
water temperature variability and nutrient deposition 
in the streambed (Claret et al. 1997; Ock et al. 2015). 
However, as suggested, bars are sensitive to human 
interventions in channels and anthropogenic influ-
ence on flows. The recent decades have seen trends of 
decreased frequency or loss of bars due to channeli-
zation leading to increase of river transport capacity, 
construction of valley reservoirs, and gravel and sand 
extraction from rivers (Arróspide et al. 2018; Kondolf 
1997). In this context, obtaining information on the 
current morphodynamics of bars in regulated rivers 
is crucial to direct management efforts towards pre-
serving these valuable components of river channels 
that are subject to significant anthropogenic pressure 
and climate change.

Interannual changes in surface sediment sizes 
and bar morphology in large regulated rivers during 
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periods without high flow events have not been thor-
oughly investigated. Furthermore, some water 
authorities debate the stability of these bars, their 
overgrowth by vegetation, and their formation as 
obstacles to flow during floods. To assess the current 
morphodynamics of these bars with potential impli-
cations for enhancing current management practices 
in relation to the sustainability of these habitats, we 
conducted a two-year (September 2021 – September 
2023) geomorphic monitoring of four bars in the Elbe 
River near the border between Czechia and Germa-
ny. We utilized a comprehensive approach, including 
repeated geodetic measurements, observations of 
scour chains, and repeated grain-size sampling, to 
gather field evidence of potential recent activity of 
geomorphic processes.

2. Materials and Methods

2.1 Study area

The Elbe River, one of Europe’s longest rivers, spans 
1,094 km and encompasses a catchment area of 
148,268 km2. It originates in the Giant Mountains in 
Czechia and flows into the North Sea near Hamburg, 
Germany. Characterized by a pluvio-nival flow regime 
within a temperate climate, the Elbe experiences its 
highest discharges during the spring months due to 
melting snow and rainfall, while the lowest water lev-
els are observed in summer period.

Our study investigates four bars located in the 
Czech portion of the Elbe River, near the state bound-
ary between Germany and Czechia. These bars 
approximately extend from 760 to 730 river km, with 
distances measured upstream from the Elbe outflow 
into the North Sea (contributing catchment area 
ca. 48,500–51,000 km2). This reach traverses ter-
rain uplifted by tectonic activity. During the Neogene 
and Quaternary periods, significant river erosion 
occurred, resulting in the formation of a predomi-
nantly confined channel, incised 200–300 m into the 
surrounding terrain and characterized by narrow 
floodplain strips (Balatka and Kalvoda 1995). From 
the perspective of the channel’s planform shape, the 
Elbe River in the studied reach is characterized by a 
single-thread river pattern (sinuosity = 1.21) with the 
occurrence of lateral bars composed of gravel-sand 

material. Bars typically form along the inner banks 
of river bends as relatively narrow, elongated strips 
of exposed sediment. Their formation is sometimes 
influenced by the artificial addition of material from 
channel dredging intended for ship navigation. Addi-
tionally, bars infrequently develop at confluence 
points with streams draining the adjacent hilly ter-
rain. This part of the river, like much of its length, is 
subject to significant modifications due to ship navi-
gation, including bank stabilization efforts and above 
mentioned maintenance of the shipping channel 
through dredging. Outer banks of bends and chan-
nel segments within the intravilane are stabilized 
using riprap. As the result, local channel width var-
ies between 110 and 150 m and flow depth between 
2–3 m during base flow conditions. The natural flow 
regime is affected by large dams in the Vltava River 
(the main tributary in Czechia) and the presence of 
weirs with navigation locks. At the same time, the 
studied reach is under environmental protection as 
part of a site of European significance. It is adjacent 
to the České Švýcarsko National Park and the České 
Středohoří protected area.

The studied bars show some variations in their 
planform morphology and can be classified as forced 
bars sensu Duró et al. (2016) due to their location 
on the inner bank of a distinctly curved river bend 
(Fig. 1). Hre and Dzb are characterized as relative-
ly long and flat lateral bars (Tab. 1). In contrast, Val 
shows characteristics of a point bar morphology, 
attributed to its location in a pronounced river bend 
and the noticeable difference in elevation between the 
water surface and the outer edge of the bar. The fourth 
bar, Tech, is a lateral bar but is considerably shorter 
than both Hre and Dzb. All bars are recently covered 
with patchy herbaceous vegetation and their surface 
and sub-surface layers are composed of gravel-size 
fractions, with varying amounts of sand and mud. 
Gravel-size fraction dominates the surface sediments, 
comprising 71–94% of the mass sample. However, at 
the distal part of Hre, this proportion decreases to 
59% due to its local flat, low surface characterized 
by an abundant presence of sand and mud (Hradecký 
et al. 2024).

Our monitoring of bar dynamics and their sedi-
ment composition spanned from September 2021 to 
September 2023. The nearby gauging station in Děčín 
(located between Tec and Dzb bars at 740.5 river km) 

Tab. 1 Positions and morphometric parameters of the studied bars; morphometric parameters are related to a bar surface delineated by base 
flow (approximately 130–150 m³/s) and bounded externally by continuous vegetation during the 2023 inventory.

Bar Geographical position River (km) Length (m) Maximal width (m) Elevation over water surface (m)

Val 50.6762N, 14.1272E 759 250 20 1.4

Tech 50.6953N, 14.2001E 752 100 10 0.5

Dzb 50.8363N, 14.2261E 733 790 16 0.8

Hre 50.8496N, 14.2172E 731 730 25 1.1



Geomorphic adjustments of bars in a regulated river 111

 
Fig. 1 Studied bars in the Elbe River: a – Val, b – Tec, c – Dzb, d – Hre; data source: Czech Office for Surveying, Mapping and Cadastre.  
The positions of the monitored cross-sectional transects, scour chains and surface grain-sizes are indicated.

 
Fig. 2 Hydrograph of hourly discharges from Děčín gauging station for the studied period 9/2021–9/2023  
(data source: Czech Hydrometeorological Institute).
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recorded no significant flood events during this peri-
od. The highest discharge recorded was on April 17, 
2023, at 900 m3/s (Fig. 2). This high flow event did 
not even reach 1-year discharge (Tab. 2), indicating 
that the bars’ morphology and sediment dynam-
ics during the study period were not influenced by 
extreme flooding events.

2.2 Monitoring of cross-sectional transects

We monitored transects arranged perpendicularly 
to the flow direction across three sections (frontal, 
central, and distal) of each studied bar. In each sec-
tion, we established three parallel transects, spaced 
5 meters apart. These transects were geodetically sur-
veyed using a total station, with measurements taken 
at 1-meter intervals along each transect in September 
2021 and again in September 2023. We meticulously 
recorded the coordinates by GNSS station at both the 
start and end of each transect. Due to slight fluctua-
tions in water levels between our two measurement 
periods, which affected the starting points of the tran-
sects in relation to the water surface, we standardized 
the length of the transects for direct comparisons 
between the years of survey.

Due to little variations in individual measurements 
of relative elevation at 1-m intervals – attributable to 
factors such as the presence of coarse material or the 

resolving power of the total station, which can intro-
duce errors up to several centimeters – it was chal-
lenging to precisely compare potential morphological 
changes along a pair of transects. These changes could 
be of a similar scale as the potential measurement 
error. Consequently, we focused our comparisons on 
the differences in concavity across the frontal, central, 
and distal sections of the studied bars. The concav-
ity parameter is defined by the elevation difference 
between two consecutive points along a transect 
(Laub et al. 2012):

Conc = Σ(|x2−x1| + |x3−x2| + … + |xn–1−xn|)           (1)

By computing the average concavity Conc for each 
transect (that is, by averaging the relative elevation 
changes between points x1, x2, … xn, which are spaced 
1 meter apart, from the water surface to the outer 
edge of the sampled transect), we obtained insights 
into potential variations in the surface heterogeneity 
of the bars. Specifically, lower concavity values imply 
a relatively flat and homogeneous surface between 
successive points along the transect, whereas high-
er concavity values point to a more irregular or het-
erogeneous surface. This implies that we did not 
assess absolute vertical changes across the transects; 
instead, we focused on examining the changes in mor-
phological heterogeneity within the transects.

2.3 Monitoring of scour chains

In September 2021, we placed 24 scour chains across 
the monitored bars to observe the dynamics of the 
surface sediment layer. For each bar, we positioned 
two chains in the frontal, central, and distal sections, 
respectively, near the monitored cross-sectional 
transects. This setup necessitated excavating around 
0.5 meters into the bar’s surface, altering its sedi-
mentary structure. The burial depth of the 1-meter-
long scour chains was 50 cm, with the remaining 

Tab. 2 Flow characteristics of Děčín gauging station (data source: 
Czech Hydrometeorological Institute).

Flow recurrence interval Discharge

Mean annual discharge 287 m3/s

1-year 1300 m3/s

2-year 1720 m3/s

5-year 2300 m3/s

20-year 3240 m3/s

100-year 4290 m3/s

 
Fig. 3 Photograph and schematic illustration of scour chain installation in bar sediments.
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protruding part oriented in alignment with the expect-
ed flow direction (Fig. 3). To assess changes in sedi-
ment dynamics – particularly regarding the burial or 
exposure of the chains – we conducted analyses over 
two distinct intervals: September 2021 to September 
2022 and September 2022 to September 2023. We 
then disregarded data from the first period to reduce 
the influence of sediment settling on our findings 
related to chain burial or exposure. Therefore, our 
reported results reflect observations from only the 
latter one-year period, capturing data through the 
highest recorded discharge on April 17, 2023, which 
was 900 m3/s.

2.4 Monitoring of bar sediments

In the frontal, central, and distal sections of each bar 
studied, we evaluated the surface grain size for parti-
cles equal to or larger than 8 mm. In September 2021, 
we set up 2–3 parallel rectangular areas (each meas-
uring 1 m by 0.75 m) in each section, depending on 
the width of the bar (the minimal distance between 
the areas should be ca. 5 meters). These areas were 
meticulously cleared of litter and sparse vegetation, 
and their coordinates were recorded using a total 
station and GNSS. We captured orthogonal photo-
graphs of each area, which were later analyzed with 
the PebbleCounts software (Purinton and Bookhagen 
2019). This software facilitates the automatic identi-
fication of individual grains. Following this preproc-
essing step, we selected accurately detected particles 
in each photograph. Utilizing the b-axis values gen-
erated by PebbleCounts, we randomly selected 150 
values. Subsequently, we constructed a grain-size 
distribution curve and calculated the median grain-
size value (D50). In September 2023, we replicated 

the entire procedure in the same designated areas to 
assess temporal changes. To do this, we calculated the 
changes in median particle diameter by determining 
the ratio of median sizes obtained in 2021 to those in 
2023. 

2.5 Potential uncertainties in the used methods

Potential uncertainties related to geodetic measure-
ments, such as the precision of geodetic total stations 
and the influence of pebbles on the bar surface, or 
issues with automated grain-size analysis (where 
incorrectly identified clasts were excluded from the 
final automated measurements), should be recog-
nized. Additionally, the use of scour chains intro-
duces certain uncertainties due to their susceptibil-
ity to errors in capturing multiple phases of erosion 
and deposition. Furthermore, the establishment of a 
small terrestrial vegetation patch near the scour chain 
burial site may influence the stability of the bar sur-
face or the deposition of fine sediments, due to flow 
roughness induced by the vegetation. Nonetheless, it 
is unlikely that these factors significantly altered the 
general observed trend of changes between the 2021 
and 2023 datasets.

3. Results

Despite the occurrence of relatively low flows that did 
not reach the level of a 1-year recurrence interval dur-
ing the monitoring period – suggesting an expected low 
level of morphological activity on the studied bars – 
we observed measurable changes in both bar mor-
phology and surface grain sizes. This indicates that 
even under conditions of low hydrological activity, 

 
Fig. 4 Visualization of average concavities recorded along individual transects from field measurements in 2021 and 2023; the symbols “+” 
and “−” indicate significant changes, with all concavities in a section being higher or lower in 2023 compared to 2021, respectively. 
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significant alterations to the bars’ physical character-
istics can still occur.

3.1 Changes in cross-sectional transects

Overall, the average concavities (i.e., relative elevation 
changes per 1 m length) typically ranged between 3 to 
10 cm, with the highest values observed for the Val 
bar, which exhibits a morphology closely resembling 
that of a point bar (Fig. 4). The different average con-
cavity values observed between 2021 and 2023 indi-
cated frequent alterations in the heterogeneity of the 
bar surfaces. However, these alterations did not follow 
a consistent pattern across the different bars or their 
respective sections, as illustrated in Fig. 4. Specifically, 
Val displayed an increase in average concavity, par-
ticularly in its central section, while Tec exhibited a 
decrease in concavity in the same section. Hre showed 
an increase in concavity in its distal section, whereas 
Dzb experienced a decrease in concavity in both its 

distal and frontal sections. These variations suggest 
that the responses of the bar surfaces to environmen-
tal factors are highly variable, influenced by the spe-
cific morphology of each bar, as well as potentially by 
local vegetation succession. 

3.2 Recorded erosion/deposition by scour chains

Observations of scour chain burial dynamics across 
all monitored bars from 2022 to 2023 revealed vari-
ations, although several chains (three in Tec and two 
in Dzb) were not retrieved, likely due to vandalism 
(Tab. 3). Variations in the length of exposed chain 
were generally minor and within the anticipated 
margin of measurement error for most locations. It 
is important to note that some chains experienced 
additional sediment deposition, with exposed scour 
chains becoming slightly buried under sediment lay-
ers of 1–3 cm. This suggests multiple phases of sedi-
ment erosion and deposition during the 2022–2023 
period, or more specifically, sediment deposition 
following an erosion event (i.e., erosion during the 
rise of high flow and deposition during its recession 
phase). Dzb demonstrated the most significant mor-
phodynamics, with erosion of up to 15 cm observed 
in its middle section. Nonetheless, geodetically meas-
ured concavities exhibited minimal variance when 
compared to its distal or frontal sections (Fig. 4).

3.3 Changes in median grain-sizes

Firstly, none of the bars exhibited a coarser D50 grain 
size in their frontal sections, while the two upstream 

Tab. 3 Changes in surface relative elevation (in cm) based on 
variations in scour chain length above the bar surface between 
September 2022 and September 2023. Positive values indicate 
erosion, negative values indicate deposition, an asterisk (*) denotes 
additional deposition on top of a scour chain lying on the surface, 
and NR signifies “not recovered”, likely due to vandalism.

Bar F1 F2 C1 C2 D1 D2

Val −1* −1 4* −1 −1 −1

Tec NR 1 NR NR 1* −1

Dzb 0 2* −4 −15 NR NR

Hre 0 1 0* −1* 1* 2

Tab. 4 D50 surface grain-size percentiles displayed in mm and the 2023/2021 ratio of D50 values for sampled sites in 2021 and 2023  
(colors indicate whether the ratio is positive or negative); F = frontal, C = central, and D = distal sections of the bar, with numbers denoting  
the position from the water surface to the outer edge of the bar; NS = not sampled. 

Bar/year F1 F2 F3 C1 C2 C3 D1 D2 D3

Val

2021 40 36 NS 46 43 36 30 29 33

2023 32 35 NS 41 34 32 35 25 27

Change 0.80 0.97 NS 0.89 0.79 0.89 1.17 0.86 0.82

Tec

2021 39 38 NS 46 38 NS 32 33 26

2023 34 34 NS 41 36 NS 35 30 25

Change 0.87 0.89 NS 0.89 0.95 NS 1.09 0.91 0.96

Dzb

2021 33 35 NS 29 34 30 24 33 NS

2023 32 30 NS 33 36 39 36 27 NS

Change 0.97 0.86 NS 1.14 1.06 1.30 1.50 0.81 NS

Hre

2021 33 24 23 25 24 27 NS NS NS

2023 29 23 21 38 30 23 NS NS NS

Change 0.88 0.96 0.91 1.52 1.25 0.85 NS NS NS
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bars (Val and Tec) displayed noticeably larger D50 in 
their middle sections. However, finer D50 are typically 
observed in the distal sections of all the bars studied 
(Tab. 4 and Fig. 5). During the monitoring period, a 
significant number of grain-size samples exhibited 
substantial shifts in their median values, with 19 out 
of 28 samples showing an increase or decrease in D50 
of more than 10%. We noted a somewhat contradicto-
ry trend between the upstream bars (Val and Tec) and 
the downstream bars (Dzb and Hre) regarding chang-
es in median grain size on their surfaces. As indicated 
in Tab. 4, with the exception of a single measurement 
in the distal section, the upstream bars exhibited a 
degree of fining in their D50 values, most notably in 
the central section of Val, where the D50 2021 to D50 
2023 ratio reached as high as 0.79. Conversely, the 
central sections of Dzb and Hre, in particular, showed 
signs of surface sediment coarsening, with the ratio 
climbing up to 1.52. This variation suggests differing 
responses of the bars over the two-year period, with-
out a consistent trend in median grain size evolution. 
Additionally, we were unable to process any samples 

from the distal section of Hre during both 2021 and 
2023 field campaigns, as the dominance of silt to 
sand-sized particles prevented their automated anal-
ysis by the PebbleCount software. 

4. Discussion

All three geomorphic methods used in our study sug-
gest that gravel bars with some content of finer grain-
size fractions in a large regulated river are prone to 
changes in their morphological and sedimentological 
characteristics, such as variations in surface mor-
phology or median grain sizes, even during periods 
of low flow that do not reach the level of a one-year 
recurrence interval. However, it is important to note 
that our observations are based on a two-year peri-
od only, and thus we cannot predict the future evo-
lutionary trajectory of the investigated bars. Future 
changes over the coming decades will depend on 
ongoing climate changes and the approaches to local 
water management, including water abstraction or 

 
Fig. 5 Grain-size distribution of all sampled sites: (a) – Val, (b) – Tec, (c) – Dzb, (d) – Hre; whiskers show 10th and 90th grain-size percentile,  
F = frontal, C = central, and D = distal sections of the bar, with numbers denoting the position from the water surface to the outer edge of the 
bar (_21 and _23 represents the years of the sampling).
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discharge regulation by dams in the upstream parts 
of the Elbe catchment. It should be noted that the 
potential impact of changing climate on the morpho-
dynamic trajectories of rivers and their components, 
like gravel or sandy bars, is still largely unexplored 
(Redolfi et al. 2023).

During the two-year study period, we observed a 
variety of responses from the bars, which prevented 
us from identifying a consistent trend in bar evolution 
or morphodynamics in the studied reach of the Elbe 
River, subject to significant anthropogenic pressure. 
Despite their differences in morphology and size, the 
upstream bars (Val and Tec) exhibited larger median 
grain sizes in their central sections and showed some 
tendencies towards fining of the surface sediment lay-
er between 2021 and 2023. Concurrently, their cen-
tral sections exhibited contrasting morphodynamics, 
with an increase in concavity in Val and a decrease 
in Tec. A completely different scenario was observed 
in the downstream bars (Dzb and Hre), which tended 
towards sediment coarsening in their central sections. 
However, these bars also showed notable differenc-
es in concavity trends between 2021 and 2023. This 
clearly highlights the uniqueness of individual bars, 
despite their presence in a regulated river reach with 
a homogeneous planform. Our study is exploratory 
in nature, which necessitates caution when attribut-
ing specific factors to the observed variations within 
a single two-year period. For example, the coarsen-
ing observed in the central sections of bars located 
downstream of Děčín city (Dzb and Hre) may be due 
to the more confined nature of the local valley. This 
area lacks floodplain segments, potentially increasing 
transport capacity and sediment supply from adjacent 
steep catchments, even during low flows. However, to 
ascertain reliable factors, a longer monitoring period 
that includes high flow events is recommended.

In the context of short-term monitoring, our find-
ings align intriguingly with those of (Kibler et al. 
2011), who observed the evolution of median grain 
size (D50) on gravel bars following dam removal. They 
noted a rapid increase in D50 size immediately down-
stream of the removed dam, underscoring the rapid 
response of sediment characteristics to such envi-
ronmental changes. However, they also highlighted 
the variability of D50 and the challenges in ascribing 
significant meaning to downstream D50 changes. This 
perspective resonates with our observations, suggest-
ing a parallel in the characterization of D50. Further-
more, their work underscores the notable inter-annu-
al variability in grain size, reinforcing the importance 
of linking grain size changes to flow magnitude. This 
connection becomes particularly relevant for bar 
surfaces prone to frequent flooding, where signs of 
morphological change are observable at flow events 
with one- to two-year recurrence intervals, as indi-
cated by Haschenburger and Wilcock (2003). They 
documented the surface activity of grains across four 
monitoring phases, each associated with a distinct 

flow magnitude, affecting different active zones of 
the channel. Our data lead to a comparable insight, 
emphasizing that not just the flood magnitude and 
active grain size matter, but also the position within 
the channel, such as relative elevation or flow direc-
tion, plays a critical role in shaping sediment dynam-
ics. In this context, based on our observations of scour 
chains, we anticipate not only suspended sediment 
transport but also a degree of bedload transport dur-
ing periods of relatively low flow, as evidenced by the 
partial burial of some chains by fine gravels.

Short-term (year-to-year) detailed examinations of 
the grain size and morphological development of bars 
in large regulated “stable” rivers are almost absent in 
field research, especially when compared to studies 
on freely meandering or braided rivers. This scarci-
ty of data makes it difficult to directly compare our 
results with those from other rivers affected by inten-
sive human activities. Jaballah et al. (2015) observed 
swift alterations in bar dynamics – ranging from 
several months to a few years – due to engineering 
constructions and damming in a previously wander-
ing Alpine gravel-bed channel. These interventions 
resulted in a decrease in the number of bars and an 
elongation of their lengths. However, details regard-
ing variations in their grain sizes or surface hetero-
geneity were not disclosed. The recent disruption in 
the natural development of bars in the Elbe, relative 
to rivers in a more natural state, is highlighted by the 
absence of the coarsest sediment fractions in the fron-
tal sections of the bars. Conversely, the finest median 
grain sizes were observed in the distal sections of the 
studied bars, aligning with the natural development 
processes of bars as documented by researchers like 
(Ashworth and Ferguson 1986; Smith 1974). Two of 
the bars examined in our study, Val and Tec, exhib-
ited the highest D50 values in their central sections. 
This observation suggests a similarity with alternate 
sand-gravel bars in the middle Loire River, which has 
also been influenced by various river training works, 
such as embankments, groyne construction, and sedi-
ment extraction (Cordier et al. 2020). Some long-term 
(decadal-scale) studies have focused on the biogeo-
morphic interactions between bar morphodynamics 
and vegetation in channelized river reaches. Although 
our study did not explore the development or com-
position of vegetation, the influence of vegetation in 
trapping sediments or stabilizing bars is undeniable. 
Projected climate changes, which influence the timing 
and frequency of floods linked to the development of 
vegetation as demonstrated in numerical simulations 
of alpine channelized river reaches (Jaballah et al. 
2015; Jourdain et al. 2020), suggest a potential future 
transformation of bars. Over the past decade, rela-
tively low flows in the Elbe River have likely encour-
aged the establishment and spread of vegetation on 
exposed bar surfaces, a phenomenon recently also 
observed in another central-European river, the Odra, 
across both channelized and meandering sections 
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(Holušová et al. 2023). Conversely, the maintenance 
of the Elbe reach, associated with ship navigation and 
irregular dredging of sediments from the channel bot-
tom to banks or bar surfaces, may somewhat replicate 
the disturbance effects typically caused by high flows.

Our methodology could serve as a template for 
cost-effective monitoring of the dynamics of bars in 
channelized river segments. Bars in such settings 
often manifest as extended strips along the inner 
parts of river bends and are generally accessible and 
temporally quite stable (e.g., Adami et al. 2016), in 
contrast to the more dynamically changing natural 
channels like wandering or braided rivers. The use of 
unmanned aerial vehicles (UAVs) and airborne LiDAR 
systems has the potential to accelerate data collection 
and facilitate the monitoring of more extensive areas 
of bar surfaces or a larger number of bars. Nonethe-
less, it is crucial to address and reduce the impact of 
vegetation on the generated digital elevation models 
(e.g., Caponi et al. 2019; Langhammer and Vacková 
2018; Rusnák et al. 2018). Field data are essential for 
precisely characterizing the habitats of fauna and flo-
ra inhabiting these boundary zones between aquatic 
and terrestrial environments, and this information is 
crucial for improving their management in the con-
text of sustainable river usage (Brierley and Fryirs 
2016). Our study exemplifies the need for tailored 
management approaches for bars in large regulated 
rivers, as their characteristics and morphodynam-
ic trajectories can differ markedly across individual 
locations. For instance, Hre bar exhibited a relatively 
flat and muddy distal section that precluded the pro-
cessing of grain-size samples via photogrammetry, 
a situation not encountered in the other three bars 
studied. 

5. Conclusions

Our study comprehensively examines the morpholog-
ical and sedimentological dynamics of bars within a 
regulated reach of the Elbe River over a two-year peri-
od, highlighting the susceptibility of these geomor-
phic features to changes despite low flow conditions. 
The utilization of three classic geomorphic methods 
revealed significant variability in surface heterogene-
ity, median grain sizes, and morphodynamic trends 
among the studied bars, underscoring the complex-
ity of bar evolution in regulated rivers. Particularly 
notable were the observed divergent trends in sed-
iment coarsening and fining, as well as variations in 
concavity across different studied bars. This study 
also underscores the need for detailed, site-specif-
ic research to understand the impacts of regulation 
and climate change on river morphology. Moreover, 
our methodology offers a blueprint for cost-effec-
tive monitoring of morphodynamic changes in chan-
nelized river segments, providing essential data for 
the sustainable management of river habitats.
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ABSTRACT
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1. Introduction

Landscape can be perceived as a dynamic entity, a 
segment of the environment infused with natural and 
social elements, appearing distinct to various individ-
uals. Different aspects of the landscape hold unique 
personal meanings for observers, with perception 
shaped by aesthetic values and prior experiences. 
This perspective gained traction following the pub-
lication of the European Landscape Convention in 
2000, which defined landscape as “an area perceived 
by people, characterized by the interplay of natural 
and/or human factors” (Council of Europe 2000). 
Subsequently, an increasing number of studies have 
honed in on reading landscape (Khaledi et al. 2022).

Understanding reading landscape holds significant 
utility in establishing perceptual priorities based on 
what people perceive and discern in the landscape. 
It aids responsible engagement with the landscape 
and informs place-based education initiatives (Smith 
2002). Moreover, it serves as a potent tool to compre-
hend and interpret the landscape.

Various methodologies have been devised to study 
reading landscape. One approach draws from Kevin 
Lynch’s (1960) method of studying city perception, 
where individuals sketch the cityscape and articulate 
their thoughts about their drawings. Another approach 
involves the observation and assessment of photo-
graphs, employed to ascertain aspects such as land-
scape attractiveness or beauty (Kaplan et al. 1989). 
Technological advancements have expanded the array 
of methods available for studying reading landscape, 
potentially yielding more precise outcomes. Notably, 
eye tracking, a method that records an observer’s eye 
movements, has gained increasing prominence. It 
allows for the precise tracking of an observer’s gaze, 
facilitating detailed analysis of the areas being observed. 
Despite some publications delving into eye tracking 
research (Klein and Ettinger 2019) and exploring the 
relationship between eye movements and interpreta-
tion (Hu et al. 2022), these works have not been spe-
cifically focused on the landscape context (Scott et al. 
2019; Hu et al. 2022). Shynu et al.’s (2021) systematic 
review on environmental perception encompasses a 
broader range of data collection methods. As the num-
ber of studies utilizing eye tracking to study reading 
landscape continues to grow, it becomes challenging 
to track the evolution of metrics, visualizations, and 
their appropriateness for studying reading landscape. 
Therefore, this review endeavors to aid researchers 
studying reading landscape with eye trackers by sum-
marizing how previous studies have employed eye 
tracking methodology in reading landscape research.

2. Reading landscape

In the research on reading landscape, two notions are 
encountered whose meanings are not consistently 

clear: “reading landscape” and “landscape percep-
tion”. While both terms broadly describe the same 
process, some authors interpret them more narrowly 
than others (see below). Bell (2001) conceptualized 
landscape perception as a three-step process involv-
ing the reception of visual stimuli, the intuitive rec-
ognition of aesthetic qualities, and the integration 
of sensory information with existing knowledge to 
form opinions. In contrast, Antrop and van Eetvelde 
(2017) delineated four primary layers of reading the 
landscape: scene, natural system, cultural system, and 
history. In this review, the term “reading landscape” 
is used interchangeably with “landscape perception”.

The process of reading landscape can be under-
stood through two distinct lenses: factual and 
aesthetic.

Factual reading landscape is grounded in observ-
ing what truly exists within it and understanding 
the intricate connections. This approach is heavily 
influenced by one’s scientific perspective. Historians 
view the landscape as a palimpsest imbued with data 
from different historical eras (Cronon 2020). Geogra-
phers undertake the most comprehensive interpre-
tation, considering the interplay between the natural 
and social elements of the landscape. Lewis (1979) 
emphasized the study of the cultural landscape, pro-
posing seven axioms for its interpretation. These axi-
oms encompass cultural, historical, ecological, and 
natural perspectives on the landscape, also integrat-
ing commonplace elements in landscape contempla-
tion. Widgren (2004) contends that reading the land-
scape is an everyday human activity and forms the 
basis for geographical research. He also underscores 
the significance of human-made structures in the 
landscape, emphasizing the need to decipher cultur-
al symbols and representations of cultural practices 
within it.

Aesthetic interpretation of a landscape is rooted 
in the impact of the landscape on the observer rather 
than the objective elements present in it. In most cases, 
studies utilizing this perspective aim to evaluate the 
visual quality of the landscape. Several models explore 
what renders a landscape beautiful (Tveit et al. 2006 
who used the notion landscape perception) or eluci-
date the landscape qualities that account for inter-in-
dividual differences in its evaluation (Kaplan et al. 
1989 who also used the notion landscape perception). 
Another concept within this perspective delves into 
the characteristics, knowledge, and experiences of the 
observer, implying that the meaning of the landscape 
can be interpreted differently by various observers 
(Duncan and Duncan 1988 who wrote about reading 
landscape). Despite having theoretical perspectives 
that explain processes linked to landscape reading, 
numerous questions remain unanswered. Eye track-
ing appears to be a highly effective tool for elucidat-
ing uncertainties in both theoretical approaches to 
this process. Consequently, studies based on both 
approaches were included in this systematic review.
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3. Methods

This study conducted a review of research employing 
eye tracking to explore reading landscape. To make 
the search complete and systematic, the PRISMA 
statement procedure was chosen as methodological 
guideline, since it is recommended and accepted as 
a frame for writing systematic reviews (Page et al. 
2021). The process commenced with the formulation 
of research questions stated as follows:
– Which aspects of the landscape have been studied?
– What medium is used to study reading landscape 

with eye tracking?
– Which visualizations of eye tracking data are used 

in reading landscape research?
– Which eye tracking metrics are used to study read-

ing landscape?
– Which eye tracking metrics are used to study dif-

ferent aspects of landscape?
– What are the limitations of using eye tracking 

methodology to read landscape?
Addressing these research questions necessitat-

ed an extensive literature search. In the initial phase, 
titles, abstracts, and keywords of articles, reviews, and 
book chapters were scrutinized in two major elec-
tronic bibliographic databases: Web of Science and 
Scopus. The search employed the following keyword 
combination: (“landscape” or “urban environment” 
or “natural environment” or “scene perception”) and 
(“eye tracking” or “eye tracker” or “eye movements” 
or “visual attention”). This choice was based on com-
monly used notions in the landscape reading process 
and eye tracking methodology, serving as criteria for 
article inclusion in the review. There were no restric-
tions on publication years or subject areas. The search 
encompassed articles available until December 20, 
2020, and was limited to those written in English. 
A total of 427 records were identified in Scopus, 228 
in the Web of Science database, with 161 records 

being duplicate for both databases. Consequently, the 
overall count of potentially relevant articles stood at 
494 (Fig. 1).

In the second stage, article titles were examined to 
evaluate their relevance. Articles completely unrelat-
ed to the topic were excluded from the analysis (e.g., 
neuroscience articles found in the databases that 
were not relevant to our objectives). A total of 273 
articles were excluded based on title reading, leaving 
220 abstracts for scanning in the third stage.

During the abstract analysis, it was essential to 
ascertain whether the study focused on reading the 
landscape, as defined in section 2, and if eye track-
ing was utilized as at least one of the methods. If this 
information was not evident in the abstract, the arti-
cle was excluded. At this stage, 137 articles did not 
meet the criteria and were excluded, leaving 84 arti-
cles deemed relevant for our review. Subsequently, 
full-text articles were meticulously examined in the 
next stage.

Despite meeting our criteria, not all selected arti-
cles were utilized for the review. Some lacked per-
tinent information needed to address the research 
questions, while others were primarily oriented 
towards aspects like orientation, especially in flat ter-
rain, rather than the landscape. Ultimately, 54 articles 
were included in the review, encompassing 56 studies 
(2 articles contained 2 studies).

Data from the selected studies were extracted in 
accordance with the research questions. The docu-
mented characteristics included the focus of the study, 
medium used to represent the landscape, number of 
participants, eye tracking metrics used and their sig-
nificance, visualization of eye tracking data and its 
application, and results of the study. This information 
was recorded in a MS Excel table.

Initially, lists of topics, media, visualizations, and 
metrics used in the studies, along with accompanying 
notes, were generated. Using these lists, a summary 
was created. Due to the extensive variety of metrics, 
visualizations, and study topics, the data were coded 
using open coding based on grounded theory to form 
broader groups, aiding navigation in the lists based 
on identified similarities during the study readings.

Given the substantial variation in topics, an exam-
ination of the relationships between the topic and 
metrics employed to study it was conducted. These 
relationships were visualized using graph generated 
in SankeyMATIC application, and conclusions were 
drawn based on this graphical representation.

4. Results

4.1 Basic summary of the included studies

The years for potential study selection were not 
restricted; the earliest study included dates to 
1998. Studies utilizing eye tracking methodology to Fig. 1 Flow diagram of the literature selection process.
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Fig. 2 Years of publication of the included studies. The trend line is a result of linear regression model and shows that number  
of research papers using eye tracking in landscape research has soared.

Fig. 3 The countries where studies were carried out.

number 
of included studies

country with studies 
included in the review

other country

1         5       10

investigate landscapes have been continuously con-
ducted since 2012 (Fig. 2), demonstrating a growing 
trend in their number. The peak number of studies 
was recorded in 2020, reaching 11 studies.

Most of the studies were conducted in Europe, the 
second region is East Asia, with most studies conduct-
ed in China (10 studies), followed by North America. 
Additionally, one study each was conducted in Brazil 
and Australia, one study was conducted in coopera-
tion with researchers from Egypt, and one from Iran 
(Fig. 3).

The number of participants in the studies varied 
significantly (Fig. 4). The mean number of partici-
pants was 40, with the most common range being 
between 26 and 50. Minimum was 3 (Nathanael et al. 
2012), maximum 158 (Ren 2019).

4.2 Which aspects of the landscape are explored  
in the studies?

In the selected articles, a broad spectrum of study foci 
and aspects of landscape were observed. To address 
this diversity, topics and foci were coded and grouped 
into a more manageable set of categories. Ultimately, 
8 categories were identified. It is important to note 
that some studies were included in multiple catego-
ries, as the categories were not initially designed to 
be mutually exclusive; the categorization of individual 
studies is shown in Tab. 1. The identified categories 
were as follows:

(i) Saliency or attractiveness in the landscape 
(15 studies) where parts of the landscape that attract 
the most attention from observers were studied. 
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Fig. 4 Number of participants in reviewed studies.

Some also explored objects within the landscape that 
aid in memory recall.

(ii) Particular type of landscape (15 studies) 
focused on a specific type of landscape (e.g., pasture, 
forest, urban parks) and how people perceive this 
type of landscape. Some studies compared the per-
ception of two different types of landscapes.

(iii) Marketing (8 studies) explored attractive 
objects/elements of landscapes to draw people’s 
attention, often in the context of tourism (e.g., pic-
tures in travel agency catalogs, hotel advertisements). 
One study focused on the effective localization and 
visual features of advertisements to attract the most 
attention.

(iv) Restorativeness (9 studies) investigated ele-
ments of the landscape perceived as restorative or 
stress-relieving, often providing recommendations 
for landscape designers.

(v) Affective responses (8 studies) focused on 
the positive or negative emotions and feelings people 
experience when observing the landscape, including 
differences between different types of landscapes and 
individual preferences for certain areas/objects with-
in the landscape.

(vi) Localization (7 studies) examined map orien-
tation and the ability of individuals to find their way 
or locate themselves based on a map.

(vii) Traffic safety (6 studies) explored the visual 
behavior of various traffic participants, with a prima-
ry focus on attention distribution. The studies often 
concluded with recommendations for urban planning 
and architecture.

(viii) Other topics (3 studies) encompassed a 
variety of diverse aims, including studies on the influ-
ence of sounds on reading landscape, differences in 
eye movements when observing static versus moving 

pictures, the role of text in reading landscape, and 
cross-cultural differences in reading landscape.

4.3 What medium is used to study reading 
landscape with eye tracking?

Eleven different types of media were identified in the 
selected studies. The most used media were various 
types of images, including photographs (31 studies), 
pictures (3), maps (1), street view (2), and aerial pho-
tographs (1). The second most frequently used medi-
um was the real environment, where participants’ eye 
movements were recorded in the actual landscape 
(15 studies). Other types of media were less common-
ly used and included audio-visual stimuli (2), anima-
tions (2), videos (2), a driving simulator (1), and vir-
tual reality (1). Some studies utilized a combination of 
multiple media types: Kiefer et al. (2014a) used both 
the real environment and maps, Dong et al. (2020) 
combined the real environment with street view, and 
Hayata and Ino (1998) compared static pictures, vid-
eos, and animations.

Despite technological advancements, the presump-
tion that static stimuli would be replaced by the nat-
ural environment, virtual reality, or videos is disprov-
en according to our analysis. Photographs remain the 
most utilized medium for studying landscape reading 
with eye tracking. However, since 2014, when enough 
studies allowed for comparison, a broader range of 
media has been employed.

As technological advancements continue, espe-
cially with the development of mobile eye trackers, 
it could be anticipated that there might be a shift in 
the media used to study landscapes, transitioning 
from static pictures to dynamic media such as anima-
tions or videos, and from desktop settings to natural 
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Tab. 1 Classification of studies according to their topics.

Topic Studies

Saliency or attractiveness  
in the landscape

Davies et al. (2006); Schumann et al. (2008); Credidio et al. (2012); Potocka (2013); Dupont et al. (2015); Pihel et al. 
(2015); Wang et al. (2020); Dupont and van Eetvelde (2014; 2 studies); Lin et al. (2014); Hayek et al. (2019); Spanjar 
and Suurenbroek (2020); Valsecchi et al. (2020); Franěk et al. (2018a); Petružálek et al. (2018); Backhaus et al. (2020)

Particular type of landscape
Nordh (2012); Potocka (2013); Nordh et al. (2013); Sang et al. (2014); Valtchanov, Ellard (2015); Cho (2016); Sang  
et al. (2016); Amati et al. (2018); Petružálek et al. (2018); Franěk et al. (2018a, b); Elsadek et al. (2019); Misthos et al. 
(2020); Zhu et al. (2020); Gao et al. (2020); Spanjar and Suurenbroek (2020)

Marketing
Takahashi et al. (2001); Potocka (2013); Li et al. (2016); Fedotov et al. (2018); Wang et al. (2018);  
Liu et al. (2019); Liu et al. (2020); Zhu et al. (2020)

Restorativeness
Nordh (2012); Nordh et al. (2013); Valtchanov and Ellard (2015); Amati et al. (2018); Franěk et al. (2018b); Elsadek  
et al. (2019); Kang and Kim (2019); Bianconi et al. (2019)

Affective responses
Liener et al. (2017); Cottet et al. (2018); Ren (2019); Stevenson et al. (2019); Gao et al. (2020); Khachatryan et al. 
(2020); Spanjar and Suurenbroek (2020)

Localization
Kiefer et al. (2014; 2 studies); Spiers and Maguire (2008); Emo (2012); Dong et al. (2020); Franke and Schweikart 
(2016); Sayegh et al. (2015)

Traffic safety
Nathanael et al. (2012); Antonson et al. (2014); Brazil et al. (2017); Stelling-Konczak et al. (2018); Dong et al. (2020); 
Cullen et al. (2020)

Other topics Ren and Kang (2015; sounds); Liu et al. (2019; sounds); Hayata and Ino (1998; static vs. moving stimuli)

Fig. 5 Media used in the included studies according to the year of publication as they are called in the studies.

environments. Although a slight increase in the pro-
portion of eye tracking landscape studies conducted 
in natural environments is observed (Fig. 5), photo-
graphs remain the most frequently used medium for 
this type of research, and static stimuli continue to 
feature prominently in most studies (Fig. 6).

4.4 Which visualizations of eye tracking data are 
used in landscape reading research?

In the selected studies, 14 methods of visualization of 
eye tracking data were identified. The most frequently 
used are shown in Fig. 7.

(i) Heatmaps (also called heat maps, attention 
heatmaps; 18 studies) represent the intensity of fix-
ation in various parts of the stimulus. Heatmaps are 
valuable for identifying highly attended objects or 
symbolizing fixated areas. They are easily generat-
ed using eye tracking data processing software, and 
their clarity is advantageous for all readers. Howev-
er, their difficult quantification is a commonly cited 
drawback. Heatmaps can also be employed to study 
different areas of the stimulus fixated by observers at 
various times during the observation, aiding in iden-
tifying reading strategies for the landscape (Spanjar 
and Suurenbroek 2020).
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(ii) Scanpath (also called trajectory map, gaze 
plot; 10 studies) is the direct visualization of eye 
movements. Scanpaths provide insights into the com-
plexity and difficulty of reading the landscape.

(iii) Luminance maps (also called opacity maps; 
4 studies) is a visualization method similar to 

heatmaps. Instead of color, luminance maps depict the 
most fixated areas of the stimulus based on opacity. 
Like heatmaps, luminance maps are not easily suited 
for quantitative research.

(iv) Salience map (3 studies) visualizes objects 
expected to naturally attract the most attention 

Fig. 6 Categories of media used in the included studies according to the year of publication.

Fig. 7 The most frequently used visualizations of eye tracking/fixations data: a) heatmap (Potocka 2013), b) scanpath (Dupont and van 
Eetvelde 2015), c) luminance map (Dupont and van Eetvelde 2015), d) salience map (Sang et al. 2016).

A B

C D
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during free viewing tasks. Identification is based on 
object color, intensity, and orientation. This visualiza-
tion type is often used alongside heatmaps. Compar-
ing salience maps and heatmaps can reveal the read-
ing strategy: stimulus-driven if the maps correspond 
and task-driven if there are differences in visualiza-
tions. The differences can be identified by reviewing 
the visualizations or by examining specific objects, 
their salience, and fixation intensity.

(v) Hits in cells (1 study) is a method applicable 
to eye tracking without an eye tracker. The stimulus 
is divided into 25 cells, and after presentation, par-
ticipants report the first number they see among the 
25 presented (one in the center of each cell).

(vi) Voronoi Cells (1 study) serve to visualize the 
dispersion of fixations. A cell is a polygon containing 
all points with the lowest distance to the fixation loca-
tion. Clustering of fixations results in smaller polygons.

(vii) Boxplots (1 study) were utilized for eye track-
ing analysis of video to compare the distribution of 
fixations between areas of interest in different land-
scapes. For each area of interest, boxplots were drawn 
and compared for both landscapes.

(viii) Proportional graphs (1 study) were 
employed to analyze the types of objects partici-
pants fixated on at different observation times. These 
graphs can be created for each participant to study 
interindividual differences or for all participants, aid-
ing in qualitative comparison.

(ix) Attention radius (1 study) is the radius of the 
extended area resulting from the combination of all 
separate attention areas, which are areas with higher 
number of fixations in the heatmap.

(x) Attention points (1 study) are the numbers of 
separated attention areas in the heatmap.

(xi) Total attention area (1 study) is the area of 
higher attention areas in the heatmap, that are the 
areas for attention points.

(xii) Fixation spatial distribution map (1 study) 
is a graphical representation of fixations similar to a 
heatmap but also includes fixation duration. The XY 
axes represent coordinates from the stimulus, and the 
Z axis represents fixation duration. Longer fixations 
are represented by higher points.

(xiii) Points in pictures (1 study) is a method sim-
ilar to the scanpath, but without the lines represent-
ing saccades; only fixations are depicted.

(xiv) Emotions-colored cells (1 study) is a meth-
od to visualize the emotions evoked by each object in 
the stimulus. The stimulus is divided into cells, each 
colored based on the emotion it evoked, as detected 
by EEG. The object’s location is tracked using an eye 
tracker.

4.5 Which eye tracking metrics are used  
to study reading landscape?

There are 46 different eye tracking metrics used in 
56 studies included in this review. The metrics are 
grouped according to the types of characteristics 
of eye movement into five groups: fixation metrics, 
saccades metrics, metrics to study areas of interest, 
eye characteristics metrics, and metrics of picture 
observation. An overview of the metrics is presented 
in Tab. 2.

4.5.1 Fixation metrics
Fixation metrics are crucial characteristics of eye 
movements extensively used to analyze reading land-
scapes. Fixations denote periods during which the 
eyes remain directed towards a single point. They are 
typically identified by a distance between gaze points 
smaller than a threshold value and a time where the 
participant gazes at a position for a duration exceed-
ing the threshold. The threshold values for time var-
ied across the included studies, ranging from 50 ms 
to 200 ms.

The identified metrics from the 55 studies are out-
lined below:
– Number of fixations, also known as fixation 

counts, number of gaze points, or total gaze points 
(22 studies). This metric involves counting the 
total number of fixations during stimulus obser-
vation and comparing them between images. 
A higher number of fixations might indicate less 
fascination with the stimulus or difficulty in obser-
vation (Berto et al. 2008; Nordh et al. 2013). Addi-
tionally, it can be interpreted in terms of stimulus 

Tab. 2 Overview of eye tracking metrics used to study reading landscape.

Fixations metrics Saccades metrics Metrics to study areas of interest Eye characteristics
Stimulus observation 
characteristics

Number of fixations
Fixation duration
Fixation frequency
Fixations per minute
Fixations positions
First fixation position
First fixation time
First fixation duration
Timing of the last fixation
Temporal evolution of 
mean fixation duration

Number of saccades
Amplitude of saccades
Saccades length
Saccade frequency

Number of fixations in AOI
Duration of fixations in AOI
Number of visits in an AOI
Time of the first visit in an AOI
First saccade amplitude to interest 
area
AOIs sequences

Pupil size
Blink rate

Scanpath length
Horizontal and vertical angle 
viewed
Total gaze points
Average nearest neighbor ratio
Mean lateral visual span
Mean portrait visual span
Number of crossing the center line
Time-course of fixations
Entropy
Predictability
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memory: more fixations may imply better recall of the 
stimulus.

– Fixation duration, also called fixation time (19 stud-
ies). Mean fixation duration was utilized in 8 oth-
er studies. It measures the length of fixations and 
can be compared between images, participants, or 
participant groups. Longer fixations are associat-
ed with experts (Sang et al. 2014) and may signify 
a more challenging task or greater interest in the 
stimulus (Liu et al. 2020). Conversely, shorter fixa-
tions a more restorative landscape (Valtchanov and 
Ellard 2015; Kang and Kim 2019).

– Fixation frequency (1 study) can be interpreted 
similarly to fixation duration. It represents the 
number of fixations per unit of time.

– Fixations per minute were used by Stevenson et 
al. (2019) to account for varying walking speeds 
among participants in a natural environment. They 
found that participants exhibited a higher num-
ber of fixations per minute in a natural environ-
ment, although the precise interpretation remains 
unclear within the study’s context.

– Fixations positions, also referred to as fixation loca-
tions, were widely used in the 55 studies. They are 
commonly employed for data visualization. Ren 
(2019) utilized fixation coordinates to investigate 
differences in assessing the tranquility of various 
landscape types.

– First fixation position, first fixation time, and first 
fixation duration were used to examine the most 
salient objects in the stimuli. First fixation posi-
tion was compared to salience maps to determine 
whether the viewing strategy is stimulus-driven 
or task-driven. Sang et al. (2016) discovered that 
evaluating stewardship and characterizing the 
pasture are both task-driven. Dupont et al. (2015) 
discovered that the length of first fixations is high-
er for landscape experts than for novices. Wang et 
al. (2020) used first fixations as a component of 
a method to preserve cultural heritage. They dis-
covered that, combined with fixation counts and 
previous observation length, first fixations were 
efficient in identifying important objects.

– Timing of the last fixation was used to study run-
ners’ reading of sidewalks (Cullen et al. 2020). 
They identified situations where participants ran 
towards the sidewalk curb and measured the tim-
ing of the last fixation as a percentage of the trial in 
which it occurred.

– Temporal evolution of mean fixation duration is a 
metric used by Franěk et al. (2018b) to examine 
differences in fixation durations at various times 
during stimulus observation. Participants watched 
each stimulus for 15 seconds, which was divided 
into three 5-second intervals, and mean fixation 
duration was calculated for each part. The study 
revealed that longer stimuli presentations corre-
lated with longer fixations.

4.5.2 Saccades metrics
The fast eye movements between fixations are called 
saccades. They are supposed to not provide informa-
tion about the stimulus to the observer. However, they 
may provide meaningful information about the strate-
gy and the process of reading landscape. The metrics 
related to saccades in included studies were:
– Number of saccades, also called saccades count, 

counts the saccades made by an observer while 
viewing a stimulus. A higher count of saccades 
suggests a broader observation of the stimulus, 
contributing to a broader perception and holis-
tic understanding of the landscape (Dupont et al. 
2015). Landscape experts did more saccadic move-
ments than laymen while observing landscape 
photographs.

– Amplitude of saccades, also called mean explora-
tion measures the length of a saccade in degrees of 
view angle, providing insights into the main obser-
vation pattern. Smaller amplitudes, as observed 
in experts by Dupont et al. (2015), may indicate 
a more holistic and systematic perception of the 
stimulus. Additionally, longer amplitudes are asso-
ciated with photographs that require more effort 
to be read (Berto et al. 2008). The amplitude of sac-
cades depends on the task. When the task is more 
holistic oriented, the amplitudes are longer than by 
analytic oriented tasks. 

– Saccades length is a metric similar to the ampli-
tude of the saccades, but it is measured in pixels. 
It reveals valuable information about the sacca-
de lengths. Notably, participants’ saccades tend 
to shrink with increasing task difficulty in search 
tasks (Credidio et al. 2012).

– Saccade frequency calculates the number of sacca-
des per unit of time. A higher frequency may indi-
cate that the stimulus is either too simple or too 
complex, making it challenging for the observer to 
find the area of interest. Saccades were found to be 
less frequent when pleasant sounds or music were 
playing while participants read the landscape (Liu 
et al. 2019).

4.5.3 Metrics to study areas of interest
The stimulus could be divided into parts to better 
understand the way that people read the landscape. 
These parts are usually called areas of interest. Lin 
et al. (2014) used the term interest areas, Dong et al. 
(2020) objects of interest. There are a lot of metrics 
used with areas of interest:
– Number of fixations in AOI represents the count of 

fixations that the participant made in an AOI. This 
metric gives a basic view on objects or the parts of 
the stimulus that attract the most attention. Peo-
ple, signs, or moving objects attract most atten-
tion. But the results are influenced by the size of 
the areas/objects in the stimulus, so that it should 
be normalized by the size (Dong et al. 2020). In 
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case of searching tasks, the AOI could be drawn 
around the object that should be found. The higher 
the number of fixations, the lower discrimination 
efficiency (Lin et al. 2014).

– Duration of fixations in AOI, also called dwell time 
in the AOI or time spent looking on particular 
object, expresses the time duration of fixations 
in an AOI. It is calculated as the sum of times of 
each fixation in the AOI. It also could be counted 
relatively, as a proportion of the total fixations 
time in the stimulus. This metric is connected to 
the attractivity of the parts of stimuli. In the case 
of search tasks, longer fixations in AOIs may signal 
difficulties to identify the target (Lin et al. 2014). 
Longer fixations in an AOI may also signalize more 
fascination with the AOI (Misthos et al. 2020). The 
experts have longer dwell times in AOIs than nov-
ices for tasks connected to biodiversity evaluation 
(Pihel et al. 2015). The landscape experts spend 
less time gazing on buildings than laymen in free 
viewing experiments (Dupont et al. 2015).

– Number of visits in an AOI is the number of fixations 
in the AOI that followed a fixation outside the AOI.

– Time of the first visit in an AOI is the time from the 
beginning of the experiment to the first fixation 
detected in the AOI. It provides information on 
the ability to attract attention of the AOI: Short-
er times indicate higher attractiveness. The met-
ric also depends on the position of the AOI in the 
stimulus: for the AOIs placed in the center or on 
the left side, the time is shorter than for the AOIs 
in the right part of the stimulus (Misthos et al. 
2020). This also is valid for hazards identification 
by cyclists, as objects located in the center of their 
view attract their attention faster than the hazards 
on the sides, although these hazards are more dan-
gerous (Brazil et al. 2017). An object is perceived 

as more disturbing, the time of the first fixation is 
shorter (Hayek et al. 2019).

– First saccade amplitude to interest area measures 
the amplitude of the saccade preceding the first fix-
ation in the AOI, particularly useful in search tasks. 
A shorter saccade amplitude indicates increased 
difficulty in finding the target (Lin et al. 2014).

– AOIs sequences are the sequences of AOIs that were 
fixated in the time order in which they were fixat-
ed. They could be used to study a detailed self-lo-
calization strategy (Kiefer et al. 2014). An observ-
er should be successful in the case he/she has the 
symbol/stimulus in his/her work memory, which 
means that the AOIs in map and in real environ-
ment should be close to each other to provide the 
effective information.

4.5.4 Eye characteristics
The characteristics of eyes are rarely used in the read-
ing landscape research. There were two metrics in the 
studies included:
– Pupil size, also called average pupil diameter. It is 

related to the restorativeness of the landscape: the 
more restorative the landscape is, the smaller the 
pupil is (Nordh et al. 2013). When the stimulus is 
easy to perceive, the pupil is larger than in the case 
of difficult stimuli (Gao et al. 2020). 

– Blink rate, which is counted as the number of 
blinks per minute, could be a sign of cognitive 
load: the number of blinks rises with cognitive load 
(Valtchanov, Ellard 2015). Urban scenes increased 
blink rates, which means they are more difficult 
to observe. The blink rate is also positively corre-
lated with the number of fixations and negatively 
correlated with the fixation duration. The higher 
the blink rate, the more difficult it is to find the 
target.

Fig. 8 Relationship of the topic of the study and metrics used.
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4.5.5 Stimulus observation characteristics
There is also a wide range of metrics that provide a 
view on the observation of the stimulus. The metrics 
used in the included studies were the following:
– Scanpath length, also called eye travel distance or 

former observation length measures the length of 
eye movements as the gaze moves from one fixa-
tion point to another, typically measured in pixels 
(Kang and Kim 2019). A shorter scanpath length 
is associated with natural landscapes compared to 
built/urban landscapes, indicating a more restor-
ative or coherent landscape (Franěk et al. 2018b). 
However, Valtchanov and Ellard (2015) found no 
significant differences in scanpath length between 
natural and urban landscapes, suggesting the 
importance of considering fixation counts along-
side scanpath length. The metric could also give a 
rough idea about the proportion of the image that 
was explored when the longer scanpath corre-
sponds with the larger proportion scanned. Land-
scape experts have longer scanpaths than laymen 
when observing landscape (Dupont et al. 2015).

– Horizontal and vertical angle viewed represents the 
range of horizontal and vertical eye movements in 
the stimulus. 

– Total gaze points, also called number of gaze points, 
is the number of all points that the eye was caught 
during the observation. Ren and Kang (2015) and 
Ren (2019) used this metric, noting variations 
in gaze points with different landscape types 
and tasks. For instance, fewer gaze points were 
observed when assessing visual aesthetic quality 
compared to tranquility. However, the number of 
gaze points was not significantly influenced by the 
type of landscape (Ren 2019).

– Average nearest neighbor ratio is a GIS measure that 
quantifies the spatial distribution of points, where 
a lower value indicates more clustered points. 
Dong et al. (2020) utilized this to study stimulus 
exploration, finding fixations to be more clustered 
in a real environment compared to a desktop envi-
ronment during a self-localization task.

– Mean lateral visual span represents the effective 
visual range horizontally and vertically, respective-
ly, while participants gaze at a stimulus (Gao et al. 
2020). The higher the satisfaction is, the smaller 
the mean lateral visual span.

– Mean portrait visual span is the effective visual 
range obtained by participants gazing vertically 
at a stimulus and the usage and the meaning are 
the same as the mean lateral visual span (Gao et al. 
2020).

– Number of crossing the center line is useful when 
observers need to choose between two variants 
in the stimulus, such as selecting the left or right 
street at a crossroads (Emo 2012), indicating the 
difficulty of making choices.

– Time-course of fixations was utilized to study 
whether participants look at a selected road first, 

for longer durations, or repeatedly in tasks like 
choosing a route at crossroads (Emo 2012).

– Entropy could be used to characterize the degree 
of uniformity of a distribution of fixation locations 
(Backhaus et al. 2020). It varies with the task, 
being higher for guess tasks, indicating a more 
even distribution of fixations, and is influenced by 
what needs to be counted in the picture.

– Predictability is the function that can be used to 
investigate how well an empirically observed fixa-
tion density or the fixation density generated by a 
computational model predicts a set of fixation loca-
tions (Backhaus et al. 2020). It is also a task-de-
pendent metric.

4.6 Which eye tracking metrics are used to study 
different aspects of landscape?

In the initial analysis, metric groups for different top-
ics were examined. Fixation metrics, being the most 
universally used, were employed across all topic 
groups. Metrics related to picture observation char-
acteristics and AOIs were utilized in all groups except 
for marketing studies. Interestingly, in saliency stud-
ies, AOIs and fixation metrics were nearly equally 
prevalent. Saccades metrics were utilized for only two 
topics: marketing and saliency (Fig. 8).

Among fixation metrics, fixation duration was the 
most frequently employed metric across all topics 
(Fig. 8). Except for studies focused on a particular 
type of landscape (where fixation position was not 
used) and studies centered on traffic safety (where 
fixation duration was not used), both fixation position 
and number of fixations were commonly used across 
almost all topics. For the traffic safety studies, there 
were notable differences in fixation metrics and their 
structure.

In the realm of AOIs metrics, the duration of fix-
ations in AOIs emerged as the most commonly used 
metric across all but one topic (Fig. 8). The exception 
was marketing studies, for which no AOIs metrics 
were utilized. The number of fixations in AOIs was 
also frequently employed for five topics, excluding 
marketing and restorativeness. AOI metrics were pre-
dominantly employed for studying saliency and par-
ticular landscape types. In the case of saliency, there 
was a diverse range of metrics (five different types, 
most of them used more than once). 

4.7 What are the limitations of using the eye 
tracking methodology to read landscape?

The eye tracking methodology has introduced new 
avenues for studying visual attention towards land-
scapes; however, it also harbors several limitations. 
Firstly, it is linked to the eye-mind hypothesis, assum-
ing no delay between fixation and processing (Just 
and Carpenter 1980). The validity of the eye tracking 
methodology hinges on accepting this hypothesis. 
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Physiological measures are less sensitive than cogni-
tive measures, posing challenges, especially in stud-
ying restorativeness (Nordh et al. 2013). Eye move-
ment data can be affected by motion sickness and 
visual fatigue. Sang et al. (2014) highlighted that rely-
ing solely on heatmaps or first fixation measures is 
not precise enough for studying reading landscape. 
Liu et al. (2019) even emphasized the need for addi-
tional measures such as EEG or electrodermal activ-
ity for a more precise understanding of perception. 
Another potential issue stems from the risk of move-
ments in infrared reflection lenses, which can disrupt 
calibration (Cullen et al. 2020). Eye trackers can pin-
point where attention is directed, but not explain the 
cognitive processes behind it (Lappi 2015). Moving 
objects often draw attention, irrespective of their oth-
er qualities, posing challenges for eye tracking data 
analyses (Dong et al. 2020).

Furthermore, there are limitations related to labo-
ratory eye tracking experiments. Many authors have 
cited the restricted field of view (e.g., Schumann et 
al. 2008; Lappi 2015), which could mean a lack of 
peripheral object information (Stelling-Konczak et 
al. 2018) and most fixations being near the center 
of the picture (Brazil et al. 2017). Focusing solely on 
eye-in-head movements overlooks head movements. 
In numerous cases, head movements, a vital aspect 
of visual attention study, cannot be measured by an 
eye-tracker (Schumann et al. 2008), and the percep-
tion is a passive, not active process (Berto et al. 2008). 
Participants can’t move in a typical laboratory setting, 
creating difficulties in generalizing research results to 
real environments where individuals change positions 
(Dong et al., 2020) or need to navigate around other 
people to prevent collisions (Franke and Schweikart 
2016). The limitation also extends to the tasks given 
by instruction in a laboratory environment, which 
aren’t naturalistic (Lappi 2015).

Other limitations are tied to using eye trackers in 
real environments. Real-life situations are exceed-
ingly complex and continuously changing, making it 
challenging to compare different participants observ-
ing different landscapes (Spanjar and Suurenbroek 
2020). The accuracy of mobile eye trackers is lower 
compared to laboratory eye trackers, partly due to 
infrared radiation from the Sun disrupting infrared 
eye trackers (Lappi 2015). Processing data from 
mobile eye trackers, particularly when participants 
move during the experiment, is time-consuming, 
leading to a smaller number of participants in studies 
(Cottet et al. 2018).

5. Discussion

The objective of this systematic review was to aid 
researchers studying reading landscape with eye 
trackers by summarizing how previous studies have 

employed eye tracking methodology in reading land-
scape research. The findings revealed a noticeable 
increase in the number of such studies since 2012, 
mirroring trends observed in research on other phe-
nomena utilizing eye tracking methodology (Borozan 
et al. 2022 in a study of financial decision making; 
Blascheck et al. 2017). These studies have primarily 
been conducted in Europe, North America, and East 
Asia, with at least one study conducted on each conti-
nent, aligning with patterns observed in eye tracking 
studies on financial decision making (Borozan et al. 
2022). The average number of research participants 
was 40, with a relatively large variance, consistent 
with eye tracking studies in various fields (Strzelecki 
2020; Deng and Gao 2022).

Despite the rapid advancement of digital technolo-
gy and mobile eye trackers, the most utilized medium 
continues to be the photograph, typically presented 
on a computer screen. This preference likely stems 
from the necessity to acquire high-quality data, as 
computer-connected eye trackers still offer greater 
accuracy than their mobile counterparts. However, 
in comparison to other research domains, real-world 
experiments are more prevalent in landscape read-
ing studies (Blascheck et al. 2017; Shynu et al. 2021; 
Borozan et al. 2022; Ke et al. 2024).

The most commonly utilized visualizations of eye 
tracking data in landscape reading are heatmaps 
and scanpaths, although accurately evaluating and 
comparing them can be quite challenging. However, 
heatmaps are relatively straightforward to read and 
interpret. This trend is consistent with other topics 
investigated using eye tracking methodologies (Raptis 
et al. 2016; Scott et al. 2019; Strzelecki 2020). How-
ever, in the realm of landscape reading, there exists 
a greater diversity in visualization methods. Despite 
this, several potentially beneficial data visualization 
methods remain untapped in landscape reading 
research (Blascheck et al. 2017).

Within landscape reading studies, the metrics 
employed exhibit greater diversity compared to oth-
er areas of eye tracking research, but the most fre-
quently utilized metrics remain consistent: primari-
ly, these involve the number or duration of fixations, 
followed by saccade metrics (Raptis et al. 2016; Scott 
et al. 2019; Strzelecki 2020; Ke et al. 2024). Charac-
teristics of eyes are less commonly employed. The use 
of AOIs, which is typical in landscape reading stud-
ies, is absent in research on certain other phenomena 
(Strzelecki 2020; Ke et al. 2024). While the interpre-
tation of metrics generally aligns (such as cognitive 
demand for fixation duration or pupil size (Ke et al. 
2024)), differing interpretations of some metrics 
are not uncommon (for instance, a higher number 
of fixations may indicate greater cognitive demand, 
but also higher salience of the region in the con-
text of video-based learning studies (Deng and Gao 
2022), and reduced engagement with the stimulus 
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in the case of landscape reading). Several metrics 
have rather specific interpretations in the context of 
landscape reading, particularly concerning restorati- 
veness.

The studies included in this review agree that 
eye tracking has great potential in studying various 
aspects of landscape reading. It is the second most 
commonly used method in the study of environmental 
perception (after EEG, Shynu et al. 2021). The method 
also appears to be suitable for studying a number of 
other topics (e.g., Borozan et al. 2022).

5.1 Future directions

Based on the insights from the reviewed studies, 
several recommendations for future research can be 
proposed. Firstly, authors are encouraged to provide 
a more precise description of the eye tracking metrics 
utilized in their research – the definitions should be 
more comprehensive to enable readers understand, 
imagine, calculate and apply the metrics in future 
research. It should be clarified whether the metric is 
calculated individually for each participant or collec-
tively for all participants. Authors should also specify 
whether they calculate the metric from all fixations 
coordinates or from a specific range within a heatm-
ap. This will enhance reader comprehension and 
facilitate the assessment of study validity. Secondly, 
the selection process of participants and their back-
grounds should be comprehensively described in 
each study, to enable readers to evaluate potential 
generalizability of research outcomes.

Thirdly, there is a need to develop a robust method 
for the precise analysis of heatmaps, given their fre-
quent use for data visualization and interpretation. 
Current practices may not fully exploit their poten-
tial validity, and leveraging artificial intelligence 
could significantly enhance the accuracy of heatmap 
analysis.

Considering the limitations associated with labo-
ratory eye tracking experiments and their potential 
lack of generalizability to real-life situations, a great-
er emphasis on conducting eye tracking experiments 
in real environments is advised. In these settings, a 
more realistic representation of visual attention may 
be provided. Progress has been made in analyzing 
mobile eye-tracker data, leading to increased efficien-
cy, reduced time costs, and improved accuracy (Hooge 
et al. 2024), thereby enhancing the potential for con-
ducting eye tracking research in real environments. 
Pervasive gaze sensing technology could potentially 
be utilized for research in real environments, as it 
can monitor people’s gaze without their knowledge 
(Valsecchi and Codispoti 2022), thus mitigating the 
risk of Hawthorne effect potentially occurring during 
eye-tracking experiments (Worthy et al. 2024). 

Another method to address the limitations of labo-
ratory environments is the adoption of webcam-based 

eye tracking, which has shown increasing accuracy 
(Kaduk et al. 2023; Saxena et al. 2023). This approach 
may rely e.g. on computer vision and deep learning 
techniques (Saxena et al. 2023). With webcam-based 
eye tracking experiments, participants can remain 
at home, utilizing their own laptops. Research has 
demonstrated that employing this form of eye track-
ing, as opposed to infrared eye trackers, does not sig-
nificantly affect the outcomes of certain psychologi-
cal studies (Bogdan et al. 2024). Furthermore, many 
reviewed studies focused on participant observation 
without specific tasks, leading to stimulus-driven 
results. Exploring task-driven perception of land-
scapes and discerning the strategies employed by 
different groups of people for varied tasks in the 
landscape would be intriguing and enrich our under-
standing. It has been demonstrated that various tasks 
exert a significant influence on eye movements (Mar-
coni et al. 2023).

Lastly, with the rapid advancements in artificial 
intelligence, novel methods emulating eye tracking 
have emerged (e.g., 3M VAS). Future research could 
delve into understanding how assumptions made 
by artificial models differ from the perception of 
diverse groups, such as novices and experts. Nota-
bly, significant differences in eye movements have 
been observed among these groups during landscape 
observation, warranting a deeper exploration of these 
disparities.

6. Conclusions

The number of studies focusing on landscape reading 
utilizing eye tracking methodology has been stead-
ily increasing. Consequently, a systematic review 
summarizing the methodologies employed in this 
research was undertaken. The research was primari-
ly conducted in three regions: Europe, North America, 
and East Asia. A diverse array of media was employed 
to visualize the landscape. Despite the growing acces-
sibility of mobile eye trackers, photographs remain 
the predominant choice. Heatmaps and scanpaths 
emerged as the most frequently used methods for 
visualizing data, with fixation metrics being the pre-
dominant choice in landscape reading research. In the 
case of saliency studies, metrics of AOIs were utilized 
just as frequently as fixation metrics.

This review offers a comprehensive overview of 
the metrics and visualizations associated with eye 
tracking data in landscape reading research, accom-
panied by explanations and possible interpretations. 
As a result, this review stands to be invaluable for 
researchers in this field, providing reassurance and 
guidance for their ongoing or future research endeav-
ors. Moreover, journal article reviewers will find this 
overview exhaustive and informative, aiding them in 
assessing the accuracy and benefits of new research.
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ABSTRACT
Despite mortality improvements across Europe, premature mortality notably persists in Central and East European countries. This 
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demonstrating the most significant progress in mitigating premature deaths. The trajectory of premature mortality in Central and 
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1. Introduction

Over the past five decades, life expectancy at birth 
has shown a consistent upward trend across all Euro-
pean countries, albeit following different paths and 
trajectories. Certain countries, particularly those in 
Western Europe, have achieved remarkable success, 
witnessing substantial increases in life expectancy. 
Conversely, East European countries have experi-
enced more modest gains in reducing mortality lev-
els. Furthermore, the mortality process in European 
countries has undergone significant transformations, 
evident in changes in overall mortality levels and 
intensities and in shifting societal attitudes and per-
spectives towards mortality. Significantly, considera-
ble variation exists in the age structure of mortality 
among European countries, reflecting diverse soci-
etal, cultural, and healthcare contexts. Against this 
backdrop, premature mortality emerges as a subject 
of profound interest and concern.

This study aims to assess the variations in prema-
ture mortality across selected Central and East Euro-
pean countries – Belarus, Bulgaria, Czechia, Estonia, 
Hungary, Latvia, Lithuania, Moldova, Poland, Russia, 
Slovakia and Ukraine – from 1970 to 2019.

One of the central objectives of this study is to 
employ two distinct methodological frameworks – 
traditional and alternative – to capture the evolution 
of premature mortality. The traditional framework 
implies an indicator based on a pre-defined age to 
highlight premature deaths. This approach could 
induce some distortions when the analysis is conduct-
ed on a set of countries or for some extended period 
of time. At the same time, the alternative framework 
will imply the lifespan disparity indicator. Lifespan 
disparity is a measure of the variation in age at death 
among individuals within a population. This metric 
complements traditional mortality measures by pro-
viding insight into the distribution of deaths across 
different ages, thus reflecting on the equity of health 
outcomes across a population. Also, the lifespan dis-
parity is particularly sensitive to deaths occurring at 
younger ages, making it a valuable tool for assess-
ing the impact of policies or interventions aimed at 
reducing premature mortality.

2. Literature review

In scholarly discourse, premature mortality garners 
substantial attention, yet a consensus on its precise 
definition remains elusive (Committee on Population 
National Research Council 2015; Sørheim et al. 2024). 
Conceptually, premature mortality encompasses 
deaths occurring before their anticipated time, pos-
ing a challenge in delineating a threshold that distin-
guishes premature from “late” mortality (Lapostolle 

et al. 2008). In the field literature could be distin-
guished various approaches corresponding to dif-
ferent conceptions of premature mortality (Sørheim 
et al. 2024). One and more common approach used 
a pre-defined, absolute age threshold. Based on this 
conception, all deaths which occurred under the 
pre-defined age threshold are considered premature 
ones. Various age thresholds, including 65 (Eames 
et al. 1993; Eurostat 2002; French National Institute 
for Statistic and Economic Studies 2023), 70 (OECD 
2011) and 75 years (Wong et al. 2002) have been pro-
posed, yet a universally accepted mechanism for their 
determination remains absent. The researcher’s sci-
entific interest predominantly influences this selec-
tion process (Wise et al. 1988; Mingot et al. 1991).

Another approach, which involves the existence of 
an age threshold but offers a more dynamic perspec-
tive linked to mortality dynamics and temporal fluc-
tuations, is based on lifespan variation. According to 
this framework, the deaths are categorised as prema-
ture when their incidence contributes to an increase 
in the lifespan disparity (Sørheim et al. 2024). Based 
on this approach, premature mortality is evaluated 
through the lifespan disparity indicator, which indi-
cates an average number of years lost. In typical sce-
narios, this measure of disparity suggests a threshold 
value (a†) for a population. Preventing deaths below 
this threshold decreases the disparity measure, while 
preventing deaths above it increases disparity (Zhang 
and Vaupel 2009; Zhang and Li 2020). Therefore, this 
disparity point shifts over time in response to changes 
in a population’s longevity.

Despite the methodological issues, premature 
mortality is subject to intensive investigation and is 
recognised as a significant concern in Eastern Europe 
(Németh et al. 2023). The collapse of the Soviet Union 
significantly influenced the trajectory of premature 
mortality in countries from region. Following this 
event, Bobadilla and colleagues conducted a com-
prehensive analysis, assessing the level of premature 
mortality and identifying key contributing factors 
(Bobadilla et al. 1997). They underscored the role 
of risk behaviours in shaping premature mortality 
trends. Moreover, the impact of risk behaviours, nota-
bly alcohol consumption, was highlighted in Central 
European countries such as Czechia, Hungary and 
Poland, compared to other European countries such 
as France, Sweden and the United Kingdom (Rehm 
et al. 2007). Another noteworthy aspect of prema-
ture mortality in East European countries is the pro-
nounced gender disparity (Murphy 2011), exceeding 
that observed in Central or West European counter-
parts (McKee and Shkolnikov 2001). However, Central 
European countries exhibit an intermediate pattern 
of premature mortality evolution between East and 
West European countries (Megyesiova and Liesko-
vska 2019; Németh et al. 2023).
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3. Background

This study delves into the period between 1970 and 
2019. This period is characterised by distinctive soci-
oeconomic and political evolution in Eastern and 
Central Europe. These changes have had far-reaching 
impacts, notably on the demographic trends within 
the region, especially on the evolution of mortality.

In the socialist period in the countries from the 
region, the Semashko centralised model for health-
care was implemented. While effective in some 
respects, such as in controlling communicable diseas-
es and achieving high vaccination coverage rates, the 

model’s downfall began with the Soviet Union’s eco-
nomic challenges in the 1980s, leading to a decline in 
healthcare quality (Glushkova et al. 2023). After the 
dissolution of the Soviet Union and the gaining of 
independence, the Baltic and Central European coun-
tries developed distinct healthcare models compared 
to East European countries, mainly based on the 
Semashko model.

It is important to note that the period of pre- and 
post-dissolution of the Soviet Union brought a high 
divergence in aspects of the region’s socioeconomic 
development. Most East European countries needed 
a more extended period to recover after the unstable 

Fig. 1 Life expectancy at birth dynamic in selected European countries, both sexes. 
Source: Based on HMD data for all countries except Moldova.
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period of the ‘90s, followed by several regional finan-
cial crises. Towards the late 20th century, socioeco-
nomic and political upheavals substantially reduced 
life expectancy at birth, especially among males, 
dropping below levels seen between 1965–1970. 
A resurgence in life expectancy was only evident in 
the early 21st century, eventually matching the 1970 
levels. That highlights the substantial impact that 
socio-political fluctuations have on public health 
indicators.

Despite all the changes and transformations 
observed in the analysed period, overall mortality 
declines in all analysed countries, with significant 
variation by region and sex. Central European coun-
tries have shown remarkable progress, particularly 
among females (Fig. 1). Czech females, in particular, 
exhibited an impressive growth of 9.1 years in life 
expectancy at birth, while their male counterparts 
experienced a notable increase of 10.2 years. Similar-
ly, females in Poland, Slovakia, and Hungary demon-
strated commendable progress, with respective gains 
of 8.9, 8.1, and 7.6 years. Although the corresponding 
male populations were experiencing slightly smaller 
increments, they still showcased significant improve-
ments at 7.9, 7.6, and 6.7 years. Comparatively, Bul-
garia recorded more modest advancements for both 
genders in Central European countries. Females in 
Bulgaria experienced an increase of 5.2 years in life 
expectancy at birth, while males saw a twice small-
er growth of 2.5 years. Notably, Baltic countries dis-
played more favourable indicators when contrasted 
with their East European counterparts. Estonia wit-
nessed a robust growth in life expectancy at birth, 
mirroring other Central European countries, with 
increases of 8.2 years for females and 8.9 years for 
males. Meanwhile, Latvia and Lithuania demonstrat-
ed gains of 5.8 and 6 years in females and 5.3 and 
4.7 years in males. Conversely, East European coun-
tries exhibited the most minor progress in life expec-
tancy at birth during the abovementioned period. In 
Moldova, females gained 3.9 years to life expectancy 
at birth values; in Belarus, 3.4 years for 1970–2018; 
and in Russia and Ukraine, 3 and 1.8 years for 1970–
2014 and 1970–2013, respectively. In males, the 
gains were much more modest – 1.5, 1.4, 2.2 and 
–0.2 years. 

Even though life expectancy at birth is growing in 
almost all countries, the age pattern of mortality var-
ies greatly (Meslé 2004). The countries achieving the 
most significant gains in life expectancy at birth have 
successfully postponed deaths to the oldest ages and 
reduced premature mortality – a trend not as preva-
lent in East European countries.

4. Data and methods

This study focuses on an analysis across selected Euro-
pean countries, specifically East European countries 

(Belarus, Russia, Ukraine, Moldova), Baltic (Estonia, 
Latvia, Lithuania), and Central European countries 
(Bulgaria, Czechia, Hungary, Poland, Slovakia). The 
research encompasses the period from 1970 to 2019.

The choice of the initial year for analysis, 1970, is 
dictated by the earliest available data for Moldova, 
while the terminal year, 2019, marks the last year 
before the onset of the global pandemic. The exclusion 
of the pandemic period from this study is deliberate, 
aiming to scrutinise the trends in premature mortality 
during a phase of normal mortality evolution devoid 
of extraordinary circumstances. Furthermore, it is 
essential to note the variability in the data endpoints 
for Belarus, Russia, and Ukraine. Specifically, the data-
set extends to 2018 for Belarus, 2014 for Russia, and 
2013 for Ukraine. Despite the temporal discrepancies 
in the datasets for these countries, their inclusion 
in the analytical model is justified by their critical 
significance in understanding the mortality dynam-
ics in East European contexts. These nations serve 
as pivotal models for the analysis of East European 
countries.

Mortality data for all examined countries, except 
Moldova, were sourced from the Human Mortality 
Database (HMD). Owing to challenges associated with 
accurately accounting for migration, data for Moldova 
were obtained from two distinct sources. The initial 
dataset, covering the period from 1970 to 2013, incor-
porates information on the population exposed to risk 
and the number of deaths by age and sex. This dataset 
was derived from an alternative source, specifically 
the retrieved population data published by Olga Pen-
ina et al. (2015). From 2014 to 2019, data concerning 
the exposed population and mortality by age and sex 
were procured from the National Bureau of Statistics 
Database (NBS). This latter dataset has been adjust-
ed to exclude long-term migrants and residents living 
abroad, ensuring its compatibility with the alternative 
data provided by Penina and colleagues.

For the countries subject to analysis, excluding 
Moldova, complete life tables were obtained direct-
ly from the HMD. For Moldova, the author calculat-
ed the complete life table, employing methodologies 
compatible with the HMD to mitigate any substan-
tial discrepancies. Even data for Moldova supposed 
the engagement data from diverse sources was very 
important to include Moldova in this analysis, because 
this enabled the generation of a more thorough depic-
tion of the situation in the East European region. In 
the base of the life tables data was computed lifes-
pan disparity. The lifespan disparity (e† – e-dagger) 
is the average remaining life expectancy when death 
occurs or life years lost due to death (Shkolnikov et al. 
2011). It weights the average remaining life expectan-
cy at age x by the number of life table deaths at age x 
(Kibele 2012).

The used formula is expressed as follows:

e† = ∑ ̅−1
=0  (1)
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Where,
ω – is the highest age group;
ēα – is the average remaining life expectancy at 
age α;
dα– is the number of life table deaths at age α;
α – age.

The age threshold, which divided “early/pre-
mature” by “late” deaths, was highlighted based on 
lifespan disparity. The age threshold derived from the 
lifespan disparity indicator represents, in essence, the 
age at which many deaths and a high remaining life 
expectancy are observed (Vaupel et al. 2011; Kibele, 
2012). According to Zhang and Vaupel (Zhang and 
Vaupel 2009), this age threshold can be identified 
based on the following relationship:

e† = e(a)(1 – H(a)) (2)

Where,
H(a) – cumulative hazard to the age a;
e(a) – life expectancy at age a.

Thus, according to the method presented by Zhang 
and Vaupel, a† is the age at which the relationship 
shown in equation 2 is true. To identify this age, the 
direct interpolation method was applied. 

To evaluate premature mortality based on a “tra-
ditional” age pre-defined approach, the proportion 
of deaths occurring before the age of 65 was calcu-
lated. This age threshold, 65 years, was selected to 
avoid underestimating premature mortality in East 
European countries, where male mortality rates are 
particularly high. The calculation of the proportion of 
premature deaths was refined using life table deaths, 
allowing for an assessment that mitigates the impact 
of population number and structure variances, thus 
providing a more precise measure of premature mor-
tality in the region.

5. Main results

The period under analysis can be delineated into two 
different phases, corresponding to the socioeconom-
ic and political development of countries involved in 
the analysis. The initial phase encompasses the era up 
to the dissolution of the USSR, while the subsequent 
phase commences in 1992, following the dissolution. 
The proportion of premature deaths, defined here as 
deaths occurring before the age of 65 years, exhibits 
divergent trends across the analysed countries (Fig. 2) 
during these two phases. The first stage, between 
1970–1991, is characterised by a higher convergence 
than the period from 1992. The data variance in males 
from 1992 to 2019 is 5 times higher than for the pre-
vious period, while it was just two times higher for 
females. Females are characterised by higher con-
vergence in terms of trends of premature mortality 

compared to males in both periods before and after 
the dissolution of URSS.

Females exhibit a lower proportion of premature 
deaths before the age of 65 in comparison to males. 
During the timeframe spanning 1970 to 1991, gen-
der-based discrepancies in the proportion of prema-
ture deaths before the age of 65 varied from 1.5 to 2.2, 
indicating that the proportion of premature deaths 
before the age of 65 among males was between 1.5 and 
2.2 times greater than that observed in females. The 
most minimal discrepancies were observed in Mol-
dova, attributable to the relatively higher proportion 
of premature deaths recorded among females in this 
region. After the dissolution of the USSR, the gender 
gap in terms of the proportion of premature mortality 
before the age of 65 widened further, with the rate 
among males rising to between 1.9 and 2.5 times the 
rate seen in females.

Between 1970 and 1991, most countries engaged 
in this study exhibited remarkably parallel trends 
regarding the evolution of premature mortality levels 
(Fig. 2). Initially, in 1970, these countries commenced 
with notably similar levels of premature mortality, 
with the exceptions being Bulgaria and Russia for 
males and Moldova for females. Moldova, in particu-
lar, documented the highest proportion of prema-
ture deaths up to the age of 65 among females rela-
tive to other countries in the analysis. Among males, 
Bulgaria recorded a lower proportion of premature 
deaths up to 65 years, whereas Russia reported the 
highest when compared to all other countries under 
examination. Starting from 1992, a significant diver-
gence among the countries can be observed, with dis-
tinct patterns of premature mortality rate evolution 
emerging for both females and males. Central Euro-
pean countries followed a steady and practically lin-
ear course in reducing the rate of premature deaths, 
whereas significant fluctuations characterised coun-
tries from the East European and Baltic countries. 
These fluctuations disrupted the overall trend of 
reduction, highlighting a contrast in the progression 
of premature mortality rates between the two groups 
of countries.

The period between 1970 and 1991, in the evo-
lution of the proportion of premature deaths among 
females, can be characterised more by stagnation 
and insignificant fluctuations. An exception in this 
regard is presented by Moldova, where fluctuations 
were more intense than in other countries, yet the 
general trend of stagnation in the overall level of pre-
mature mortality was still maintained. The highest 
reduction in this phase, 1970–1991, was registered 
in Czechia – 3.9 p.p. After 1992, the proportion of pre-
mature deaths among females in Central European 
countries, particularly in the Czechia, Slovakia, and 
Poland, followed a very steady and linear decreasing 
trend. The reductions were less significant but simi-
larly characterised by a marked linearity for Bulgar-
ia and Hungary. Countries from the East region and 
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Baltic zone experienced pronounced fluctuations 
immediately after the dissolution of the USSR, reach-
ing a peak in 1994–1995. After the mid-90s, the Baltic 
countries (Estonia, Latvia, and Lithuania) joined the 
firm trend of reduction observed in the Central Euro-
pean countries. Due to these fluctuations, females 
from East European countries remained at a relatively 
high level of premature mortality compared with oth-
er countries. The highest reduction in the East Euro-
pean and Baltic countries from 1992 was registered 
for Estonia – 10.5 p.p.

For males, the situation is quite different. Even 
from 1970 through 1991, different trajectories could 

be observed in the evolution of the proportion of pre-
mature deaths among males. Hungary represented 
an intermediate model of evolution. In all countries 
except Czechia, during this period, an increase in the 
proportion of premature deaths was noted. A slight 
decrease of 2.6 percentage points in Czechia was 
recorded – from 38.5% to 35.9%. In the other coun-
tries, the increase varied from 1.1 percentage points 
in Russia – from 46% to 47.1% – to 9.7 percentage 
points – from 35.6% to 45.2% in Hungary. One of 
the noteworthy moments during this period was 
the reduction in premature mortality between 1986 
and 1988 in the East European and Baltic countries. 

Fig. 2 Proportion of premature deaths up to 65 years in selected European countries, both sexes. 
Source: Author calculations based on HMD data for all countries except Moldova.
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This reduction, which is very evident among males, 
represents the effect of the anti-alcohol campaign 
promoted by Gorbachev. The proportion of prema-
ture deaths was reduced by 3 to 5 percentage points 
in the countries within the bloc. The collapse of the 
USSR and the subsequent socioeconomic crisis led to 
a significant increase in premature mortality among 
males. The dissolution of the USSR resulted in a dra-
matic and sudden transition to a market economy 
for the East European and Baltic countries, as well as 
for the Central European countries. The most affect-
ed were the post-socialist countries, especially those 
in Eastern Europe. In Belarus, Moldova, Russia, and 
Ukraine, an increase in the proportion of premature 
deaths was observed over a more extended period; 
disregarding some fluctuations, this lasted until the 
beginning of the new millennium. The prolonged 
increase was determined by perpetuating the trend 
observed immediately after dissolution. In the years 
immediately after the collapse of the USSR, males 
from Belarus noted an increase in the proportion of 
premature deaths from 44.7% in 1992 to 50.8% in 
1995; in Moldovan males, it increased from 44.4% to 
50.7% in the same period. In Russia, the proportion of 
premature deaths among males increased by approx-
imately 13 percentage points in the next two years 
after the collapse of the USSR; in Ukraine, the rise con-
stituted 7 percentage points in the period 1992–1995. 
The Baltic countries, despite a considerable increase 
in the proportion of premature deaths in the years 
following the collapse – 9 percentage points noted 
in Estonia from 1992 to 1994 years, 11 percentage 
points for Latvia and 6 percentage points for Lithua-
nia for the same period; managed to recover at a much 
faster pace. Among the Central European countries, 
only Bulgaria and Hungary were observed to have a 
similar trend but at a significantly lower level than 
that observed in Baltic countries. At the same time, 
in Czechia, Slovakia, and Poland, the beginning of a 
stable period of reduction in the proportion of pre-
mature deaths was noted. Cumulatively, for the entry 
analysed period, 1970–2019, the highest reduction 
was observed in Czech males – 19.4 p.p. while in the 
East European countries was observed the worst situ-
ation – the proportion of premature deaths at the end 
of the analysed period was even higher than values 
from the beginning. The Baltic countries registered 
an intermediary position between the Central and 
East European countries. Estonia obtained a reduc-
tion in the proportion of premature deaths up to 65 
years in males by 15.6 p.p., and Latvia and Lithuania 
gained more moderate reductions by 6.6 and 5.8 p.p., 
respectively. The evolution of the proportion of pre-
mature mortality up to 65 years is very fragmentary 
in males from East European countries. The propor-
tion of premature deaths up to 65 years in Ukrainian 
males in 2013 was approximately 5 p.p. higher than 
in 1970, while in Russian males, just 0.8 p.p. lower. 
This is mainly determined by the deterioration of the 

mortality structure that expanded in the early and 
mid-1990s.

Throughout the analysis period, a consistent trend 
toward diminishing disparities in lifespan was noted 
across all examined countries and both sexes (Fig. 3). 
However, this trend exhibited a more uniform pro-
gression in Central European countries, particular-
ly in Czechia and Slovakia, contrasting with a more 
segmented pattern observed within the East Euro-
pean and Baltic countries. Notably, the divergence in 
lifespan disparity’s evolution across historical epochs – 
namely the socialist and post-socialist periods – was 
predominantly evident within the East European and 
Baltic countries, where Central European countries 
displayed a relative insensitivity to the socio-political 
shifts of that era.

In 1970, the disparity in lost life years among 
females ranged from 14.1 years in Moldova to 
11.3 years in Czechia. Moldova presents a distinct and 
notably specific scenario compared to the mortality 
structure and patterns observed in other countries 
included in this study. The lowest level of lifespan dis-
parity and a linear trend toward reduction were nota-
bly observed in Czechia and Slovakia. Females from 
East European and Baltic countries recorded reduc-
tions towards the late ’80s, aligning with a previously 
identified gradual decline modestly accentuated by 
the anti-alcohol campaign. The subsequent crisis fol-
lowing the USSR’s dissolution profoundly impacted 
the trend of lifespan disparity in post-Soviet states. 
A marked increase in lost life years was observed 
in Russia, Estonia, and Latvia during 1994–1995. 
The Baltic countries rapidly ameliorated this surge, 
achieving significantly lower values by 2019, with 
Estonia particularly noteworthy. Russia’s experience, 
however, was characterised more by a stagnation in 
lifespan disparity until a consistent, albeit modest, 
reduction trend emerged post-2005. The most sub-
stantial decreases were seen in Moldova and Belarus, 
where lifespan disparity values decreased by 28.4% 
and 23.6%, respectively. These significant reductions 
were mainly attributable to the exceedingly high ini-
tial values recorded at the study’s onset. Despite less-
er reductions – 17.5% and 15.6% – Czechia and Esto-
nia reported the lowest disparity values at the study’s 
end, mainly due to the lower initial values observed in 
1970. Ukraine and Russia experienced the most minor 
reduction, at 9.5% and 8.7%, respectively. However, 
it is critical to acknowledge that both countries had 
already demonstrated a clear downward trend, which 
likely would have persisted.

Regarding males, a less pronounced reduction in 
lifespan disparity was observed compared to females. 
Notably, Estonia and Latvia presented exceptions 
where the decline was more significant in males than 
in females, with Estonia witnessing a 16.2% reduction 
in males compared to 15.6% in females. While not 
substantial, these discrepancies indicate a divergent 
trend from other countries under analysis.
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Czechia and Slovakia represent distinctive models 
in the evolution of lifespan disparity among males, 
exhibiting a steadfast and stable reduction pathway. 
Czechia, in particular, reported the lowest life years 
lost towards the study’s end. East European and Bal-
tic countires, having been more exposed to the tumul-
tuous events in the former USSR, noted a significant 
reduction in lost years due to lifespan disparities in the 
late ’80s – attributed to the anti-alcohol campaign – 
and a profound deterioration in the mid-90s, follow-
ing the USSR’s dissolution and the ensuing socioeco-
nomic crisis. It is paramount to highlight that the dete-
rioration was significantly more severe for Russia and 
the Baltic States.

Males in Moldova and Belarus saw a more consid-
erable reduction in lifespan disparity throughout the 
study period, 18.8% and 17.9%, respectively. Esto-
nia, Czechia, and Lithuania also successfully reduced 
lifespan disparity among males, with reductions 
approximating 16%. The remaining Central Europe-
an and Baltic countries obtained reductions between 
11 and 15%, with Russia and Ukraine showing mini-
mal progress, at 3.8% and 3.4%, respectively. 

Utilising lifespan disparity as a foundation-
al metric, an age threshold delineating premature 
mortality from deaths occurring at more advanced 
ages was established. Patterns in age threshold (a†) 
evolution reveal distinct trajectories for males and 

Fig. 3 Lifespan disparity in selected European countries, both sexes. 
Source: Author calculations based on HMD data for all countries except Moldova.
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females within the analysed European countries 
(Fig. 4). Among females, a pronounced convergence 
was observable until the early 1990s, succeeded by 
a phase of emerging and intensifying divergences. 
In contrast, male populations consistently diverged 
across countries from 1970 to 2019. This divergence 
became particularly pronounced in the early 1990s 
and the mid-first decade of the 21st century.

For males, divergences showed a clear upward 
trend from the onset of the period under review, 
peaking in 2005, followed by a subsequent decline 
phase. The gap in age thresholds among males 
widened from 7.3 years in 1970 to 22.2 years in 

2005 before narrowing to 9.3 years by 2019. Rus-
sia exhibited the lowest age thresholds throughout 
this period, a distinction that shifted to Belarus and 
Latvia by 2019. Moldova and Bulgaria displayed the 
highest thresholds until 1993, after which Czechia-
consistently showed the highest values for the next 
26 years.

In East European countries and Hungary, the 
male age threshold exhibited significant volatility, 
contrasting with the more stable trends observed 
in Czechia, Slovakia, Poland, and Bulgaria. Notably, 
the latter group experienced a slight decrease in the 
early 1990s, followed by an increasing trend. Despite 

Fig. 4 Age threshold based on lifespan disparity in selected European countries, both sexes. 
Source: Author calculations based on HMD data for all countries except Moldova.
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starting with one of the highest thresholds in 1970, 
Bulgaria’s trajectory is marked by stagnation, with 
the age threshold mainly maintaining similar values 
throughout the period under examination.

6. Discussion

This discussion draws upon comparative studies 
within the field to further elucidate the complex 
interplay between healthcare systems, socioeconom-
ic development, and behavioural factors in shaping 
premature mortality. For instance, Nolte and McKee 
(2004) and subsequent analyses (Nolte et al. 2004) 
offer foundational insights into how the efficacy of 
healthcare systems critically influences levels of pre-
mature mortality. Our findings resonate with these 
insights, highlighting the nuanced roles of healthcare 
accessibility and quality in East and Central European 
countries. Acknowledging that the Semashko model 
implemented in analysed countries played an essen-
tial role in reducing premature mortality by promot-
ing universal access to healthcare services is crucial. 
However, the gains achievable through these meas-
ures eventually reached their limits, necessitating 
systemic modifications to sustain the positive trend 
in reducing premature mortality. The importance of 
system transformations, along with the introduction 
of innovations, is clearly defined in Czech scholarly 
research, albeit focusing on increasing life expectancy 
(Lukášová 2018).

Moreover, by integrating the socioeconomic dimen-
sions explored by different researchers (Kontopante-
lis et al. 2015; Plümper et al. 2018) and the behaviour-
al dimensions of premature mortality, as explored by 
Leon et al. (2007) and Mackenbach et al. (2015), this 
study offers a comprehensive analysis that aligns with 
broader research trends. It is crucial to highlight that 
these socioeconomic and behavioural factors consti-
tute the primary distinctions between East European 
and Baltic countries and their Central European coun-
terparts, with alcohol consumption patterns particu-
larly noteworthy. The impact of alcohol consumption 
was predominantly evident in the improvements 
noted as a result of the anti-alcohol campaign pro-
moted by Gorbachev. Indeed, during the anti-alcohol 
campaign, the level of premature mortality observed 
in East European and Baltic countries was similar to 
that observed in Central European countries.

The significant disparities in premature mortali-
ty outcomes across different socio-political contexts 
underscore the multifactorial nature of this issue, 
reinforcing the need for a multidimensional approach 
to tackling premature deaths. The observed fluctua-
tions in premature mortality, especially during the 
socioeconomic upheavals after the dissolution of 
the Soviet Union, provide a case study of the critical 
importance of resilient and adaptable healthcare 

systems in mitigating the adverse effects of such tran-
sitions on population health.

7. Conclusion

This study thoroughly examines premature mortal-
ity trends across European nations, leveraging both 
traditional and alternative indicators to shed light on 
the intricate dynamics of early mortality. Tradition-
al indicators, such as the proportion of premature 
deaths before age 65, benefit from a direct calculation 
method and straightforward interpretation, facili-
tating widespread comprehension and application 
in public health evaluations. However, introducing 
lifespan disparity as an alternative indicator offers a 
more nuanced perspective on mortality patterns. By 
aligning closely with age-specific mortality trends, 
lifespan disparity adds significant analytical depth 
and introduces complexity in its calculation and inter- 
pretation.

The research underscores the utility of the age 
threshold derived from lifespan disparity, particu-
larly when juxtaposed with static and absolute age 
thresholds. This comparison highlights the shifts in 
general mortality trends and the shortcomings of 
applying a uniform age threshold over time. Moreo-
ver, the derived age threshold from lifespan disparity 
possesses practical relevance for formulating targeted 
health strategies and policies. Identifying age groups 
where reductions in mortality would most effectively 
diminish lifespan disparity provides critical insights 
for interventions aimed at curtailing premature mor-
tality. Using lifespan disparity and its associated age 
threshold allows us to devise nuanced and effective 
public health strategies tailored to the unique mortal-
ity challenges of diverse populations.

Nonetheless, these indicators are not devoid of lim-
itations. The traditional method, while user-friendly, 
risks simplifying the complexities of premature mor-
tality and might miss significant variations in mortal-
ity patterns across different demographics and tem-
poral scales. Conversely, despite offering rich insights, 
the complexity inherent in the lifespan disparity indi-
cator demands substantial data and analytical exper-
tise, which could hinder its immediate utility in some 
contexts.

The empirical analysis reveals a consistent trend 
towards reducing premature mortality across all 
studied countries, albeit at disparate rates. Central 
European and Baltic countries display more consist-
ent trends in reducing premature mortality, in con-
trast to the significant fluctuations observed in East 
European countries. Notably, Czechia, Slovakia, and 
Estonia are identified as frontrunners in advancing 
efforts to reduce premature mortality, evidencing 
the effectiveness of their public health policies and 
healthcare systems.
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Additionally, the study points to persistent dispar-
ities between males and females in premature mor-
tality level, with males disproportionately affected 
compared to females. This trend remained relatively 
unchanged throughout the study period, indicating 
a persistent challenge beyond healthcare access and 
improvements.

The analysis further critiques the adequacy of the 
conventional 65-year age threshold in accurately 
reflecting the nuances of premature mortality, par-
ticularly among females, in the examined countries. 
This observation advocates for a dynamic and con-
text-sensitive approach to defining and assessing 
premature mortality, capable of accurately capturing 
mortality pattern shifts and the efficacy of mortali-
ty-reduction interventions.

Highlighting the divergent paths of premature 
mortality reduction in Central European versus East 
European and Baltic countries the study illustrates 
the intricate influence of socioeconomic development, 
healthcare system efficiency, and behavioural factors 
on health outcomes. The turbulent experience of the 
East European and Baltic countries emphasises the 
significant impact of socio-political changes on public 
health, necessitating ongoing research and targeted 
interventions.

In conclusion, this research charts the trajectory of 
premature mortality over a crucial period of European 
history and establishes a foundation for subsequent 
research. It advocates for an in-depth understanding 
of the drivers behind premature mortality and the cre-
ation of focused, evidence-based interventions. The 
findings stress the importance of dynamic, adaptable 
public health policies capable of effectively address-
ing the evolving challenges of premature mortality, 
thus fostering healthier and more resilient societies 
across Europe. Additionally, the study highlights the 
imperative of choosing mortality indicators congruent 
with public health research’s specific aims and limi-
tations. While the traditional metric of deaths before 
age 65 provides a broadly understandable measure, 
the nuanced insights offered by lifespan disparity and 
its derived age threshold enhance our understanding 
of premature mortality dynamics. Recognising the 
strengths and limitations of each indicator is essen-
tial for advancing our grasp of premature mortality 
and refining the development and execution of tar-
geted public health interventions throughout Europe.
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ABSTRACT
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some longer-term trends in behavior and attitudes towards health may persist in society, and that in the case of an unexpected 
crisis, there is a greater risk of mortality divergence reappearing.
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1. Introduction

Mortality in Europe has experienced a turbulent 
development in recent years in the context of the 
COVID-19 pandemic, with a disruption of the con-
vergence in mortality between Western and Eastern 
Europe observed since roughly the beginning of the 
21st century. The pandemic is therefore an example 
of how progress in medicine and relative econom-
ic and social stability clearly do not ensure positive 
mortality trends. On the contrary, the pandemic has 
reminded us that mortality trends are not linear, as it 
can be seen as another divergent phase of long-term 
divergent-convergent mortality sequences. Among 
other things, it highlighted the weaknesses of the 
health systems of some European countries, as dif-
ferent countries in Western and Eastern Europe were 
able to cope with the pandemic in different ways. The 
effect of the COVID-19 pandemic on the East-West 
gap needs to be evaluated in the long term and com-
pared with past milestones of divergent-convergent 
mortality trends in Europe, which is what this article 
presents.

The rapid decline in mortality in Europe since 
the beginning of the 20th century can be measured, 
among other things, by an increase in life expectan-
cy. However, it cannot be said that the development 
in this indicator of mortality has been constant and 
consistent in all European countries. On the contra-
ry, since the Second World War, Central, and Eastern 
Europe has experienced a rapid increase in life expec-
tancy, stagnation, a significant decline, and a renewed 
increase in the indicator (Aburto and Raalte 2018), 
while Western Europe has more or less experienced 
an improvement in mortality rates all along, although 
the tempo has changed as well. After the period of 
mortality homogeneity in the 1960s, the divergence 
between Western and Eastern Europe has been more 
evident in the male population, especially since the 
1970s, when the cardiovascular revolution took place 
in Western Europe, while the post-socialist countries 
have not been successful in suppressing cardiovascu-
lar diseases. The gap between the two parts of Europe 
continued to widen, culminating in the 1990s, when 
mortality rates continued to improve in the West, 
while some Eastern European countries faced a mor-
tality crisis (Meslé 2004). High mortality rates in Cen-
tral and especially Eastern Europe have been associ-
ated with excess alcohol consumption, violence (Bye 
2008; Leon et al. 1997), or high mortality rates among 
young men (McKee and Shkolnikov 2001).

Since the mid-1980s, it has been possible to 
observe divergence not only between Western and 
Eastern Europe but also within the Eastern region. 
In 1985 Grobachev introduced an anti-alcohol cam-
paign, which had a short-term positive effect across 
all post-soviet countries. After 1987, however, mortal-
ity rates in the Eastern Region diverged (Aburto and 
Raalte 2018), as mortality trends began to reverse 

in Central Europe and one country after another 
restored health progress. In contrast, countries of 
the former Soviet Union have experienced a renewed 
decline in life expectancy. In the first half of the 1990s, 
the economic crisis associated with the transition to 
a market economy added to the unfavorable demo-
graphic trends, which together resulted in a mortality 
crisis (Meslé 2004).

Since the second half of the 1990s, life expectan-
cy has been increasing all over Eastern Europe, and 
after the turn of the millennium, it began to converge 
towards Western Europe. In recent years, howev-
er, convergence has started to slow down and there 
has even been discussion of parallel development 
between European regions (Leon 2011).

A new perspective on the development of the East-
West gap has been brought about by the COVID-19 
pandemic when mortality rates worsened across all 
of Europe, but the course and impact varied between 
regions. In 2020, mortality rates increased across the 
whole of Europe, but Western European countries 
coped better with the pandemic and were able to 
restore progress in life expectancy in 2021. In con-
trast, post-socialist countries have been more affected 
by the pandemic, and life expectancy gains have not 
yet been restored in many of them. Thus, the COV-
ID-19 pandemic has again widened the gap between 
Western and Eastern Europe (Shkolnikov et al. 2023).

The mortality burden of the pandemic can also 
be seen, for example, in the excess mortality, whose 
level and geographical distribution changed during 
the pandemic (Hajdu et al. 2024). According to their 
analysis, the increase in inequality was mainly due to 
much higher-than-average excess mortality in coun-
tries with low pre-pandemic life expectancy at birth 
as the bottom fifth of analyzed European countries 
have seen the largest reductions in life expectancy. 
The increase in variability was greatest in 2021, as 
confirmed by the largest difference between observed 
and expected life expectancy. They also pointed out 
that regional differences in life expectancy would have 
remained at roughly pre-pandemic levels if COVID-19 
had not broken out. In 2022, the variance returned 
to pre-pandemic levels, although life expectancy was 
lower than would have been expected in the absence 
of the pandemic.

The post-war development of mortality in Europe 
is well known and widely described (e.g. Leon 2011; 
Meslé 2004; Meslé and Vallin 2002), but less atten-
tion has been paid to the variability of life expectancy, 
which offers a different perspective to assess conver-
gent and divergent mortality trends. This paper fills 
this gap and presents an analysis of the variability of 
life expectancy at birth in Europe after 1950. Since 
mortality trends during the period under review dif-
fered not only between Western and Eastern Europe 
but also within regions, the analysis includes a 
decomposition of the overall variability into between- 
and within-group components. Thus, the aim of the 
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paper is not only to assess how mortality variability 
has changed in Europe after the Second World War 
but also to identify the turning points where the 
long-term trend in variability has been disrupted 
and the countries that caused the divergence. Final-
ly, the paper aims to determine whether the increase 
in overall variability was driven more by differences 
between Western and Eastern Europe or by variabili-
ty within these regions.

2. Data and methods

We analyzed the variability of life expectancy at birth 
in Europe between 1950 and 2022 using data from 
World Population Prospects (United Nations 2022). 
Most European countries were involved in the anal-
ysis, excluding those with less than 1 million inhabit-
ants, and Bosnia and Herzegovina because of the war 
between 1992 and 1995, which could be expected 
to have a major impact on the results. As the aim of 
this paper is to examine trends, the fluctuation due to 
war is not desirable. For the purpose of the analysis, 
European countries were divided based on a political 
history and literature review into Western (Region 1) 
and Eastern (Region 2). Region 1 consists of 17 coun-
tries from Northern, Western, and Southern Europe, 
and Slovenia, which is included in the Western region 
for geographical reasons and also due to the develop-
ment of mortality rates since the end of the 20th cen-
tury, since when it has been remarkably converging 
towards Western European mortality trends. Region 
2 includes 17 post-socialist countries from Central, 
South-Eastern, and Eastern Europe, the Baltic States 

and Albania, Northern Macedonia, and Serbia. A list of 
all countries analyzed, together with their affiliation 
to the Western or Eastern region, is provided in the 
Tab. 1.

The first step of the analysis was to assess conver-
gence trends between Western and Eastern Europe. 
As a basic measure of variability, we used the coeffi-
cient of variation squared (as defined e. g. by Chameni 
Nembua 2006):
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where CV2 stands for the square of the coefficient of variation, Var for the variance, and 

μ for the mean of population P with n units. The parameter x indicates country-specific 

(1, 2, … i and j represent particular countries) values of the evaluated variable (life 

expectancy at birth). Since the average value of the indicator, i.e. the life expectancy, 

enters the calculation, the result is the relative variability of the indicator around the 

average. 

In the analysis, the overall observed changes in variability of the mortality trends were 

decomposed into two components – the within-group (WG) variability and the 

between-group (BG) variability. The first component represents the increase or 

decrease of variability within the groups of countries, while the other identifies the 

increase or decrease in differences between European regions. 

In decomposition, the between-group component (CVB2) was estimated using the 

formula (Chameni Nembua 2006): 
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where Ph stands for a particular sub-population (one of the compared groups of 

countries in our case) and nh for the number of countries in this group. Parameter μh 

represents the means of the evaluated variable in particular regions. Symbols without 

the lower index are related to the whole analyzed set of countries. The within-group 

component was estimated only as a difference between the total variability and the 

between-group part of it. 

 

where CV2 stands for the square of the coefficient 
of variation, Var for the variance, and μ for the mean of 
population P with n units. The parameter x indicates 
country-specific (1, 2, … i and j represent particular 
countries) values of the evaluated variable (life expec-
tancy at birth). Since the average value of the indica-
tor, i.e. the life expectancy, enters the calculation, the 
result is the relative variability of the indicator around 
the average.

In the analysis, the overall observed changes in 
variability of the mortality trends were decomposed 
into two components – the within-group (WG) vari-
ability and the between-group (BG) variability. The 
first component represents the increase or decrease 
of variability within the groups of countries, while the 
other identifies the increase or decrease in differenc-
es between European regions.

In decomposition, the between-group component 
(CVB

2) was estimated using the formula (Chameni 
Nembua 2006):

 

𝐶𝐶𝐶𝐶𝑉𝑉𝑉𝑉2 =  𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉
𝜇𝜇𝜇𝜇2

=  
1
𝑛𝑛𝑛𝑛  ∑ 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖

2− 𝜇𝜇𝜇𝜇2𝑛𝑛𝑛𝑛
𝑖𝑖𝑖𝑖=1

𝜇𝜇𝜇𝜇2
=  1

2𝑛𝑛𝑛𝑛𝜇𝜇𝜇𝜇2
 ∑ 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖2𝑛𝑛𝑛𝑛

𝑖𝑖𝑖𝑖=1 + 1
2𝑛𝑛𝑛𝑛𝜇𝜇𝜇𝜇2

 ∑ 𝑥𝑥𝑥𝑥𝑗𝑗𝑗𝑗2 −  1
𝜇𝜇𝜇𝜇2
�1
𝑛𝑛𝑛𝑛

 ∑ 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛
𝑖𝑖𝑖𝑖=1 �𝑛𝑛𝑛𝑛

𝑗𝑗𝑗𝑗=1 �1
𝑛𝑛𝑛𝑛

 ∑ 𝑥𝑥𝑥𝑥𝑗𝑗𝑗𝑗𝑛𝑛𝑛𝑛
𝑗𝑗𝑗𝑗=1 � =  

=  
1

2𝑛𝑛𝑛𝑛2𝜇𝜇𝜇𝜇2
 � � 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖2

𝑛𝑛𝑛𝑛

𝑗𝑗𝑗𝑗=1
+ 

1
2𝑛𝑛𝑛𝑛2𝜇𝜇𝜇𝜇2

 � � 𝑥𝑥𝑥𝑥𝑗𝑗𝑗𝑗2
𝑛𝑛𝑛𝑛

𝑗𝑗𝑗𝑗=1
−  

2
2𝑛𝑛𝑛𝑛2𝜇𝜇𝜇𝜇2

 � � 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖𝑥𝑥𝑥𝑥𝑗𝑗𝑗𝑗
𝑛𝑛𝑛𝑛

𝑗𝑗𝑗𝑗=1
 

𝑛𝑛𝑛𝑛

𝑖𝑖𝑖𝑖=1
= 

𝑛𝑛𝑛𝑛

𝑖𝑖𝑖𝑖=1
 

𝑛𝑛𝑛𝑛

𝑖𝑖𝑖𝑖=1
 

=  
1

2𝑛𝑛𝑛𝑛2𝜇𝜇𝜇𝜇2
 � � �𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖2 +  𝑥𝑥𝑥𝑥𝑗𝑗𝑗𝑗2 − 2𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖𝑥𝑥𝑥𝑥𝑗𝑗𝑗𝑗� =  

1
2𝑛𝑛𝑛𝑛2𝜇𝜇𝜇𝜇2

 � � �𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖 −  𝑥𝑥𝑥𝑥𝑗𝑗𝑗𝑗�
2𝑛𝑛𝑛𝑛

𝑗𝑗𝑗𝑗=1
 

𝑛𝑛𝑛𝑛

𝑖𝑖𝑖𝑖=1

𝑛𝑛𝑛𝑛

𝑗𝑗𝑗𝑗=1
 

𝑛𝑛𝑛𝑛

𝑖𝑖𝑖𝑖=1
 

 

where CV2 stands for the square of the coefficient of variation, Var for the variance, and 

μ for the mean of population P with n units. The parameter x indicates country-specific 

(1, 2, … i and j represent particular countries) values of the evaluated variable (life 
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countries in our case) and nh for the number of countries in this group. Parameter μh 

represents the means of the evaluated variable in particular regions. Symbols without 

the lower index are related to the whole analyzed set of countries. The within-group 

component was estimated only as a difference between the total variability and the 

between-group part of it. 

 

where Ph stands for a particular sub-population 
(one of the compared groups of countries in our case) 
and nh for the number of countries in this group. 
Parameter μh represents the means of the evaluated 
variable in particular regions. Symbols without the 
lower index are related to the whole analyzed set of 
countries. The within-group component was estimat-
ed only as a difference between the total variability 
and the between-group part of it.

3. Results

Between 1950 and 2022, there was an overall decline 
in the variability of life expectancy at birth, with the 
squared coefficient of variation and both components 
of total variability reaching higher values for men 

Tab. 1 Analyzed European countries and their regional affiliation.

Region 1 = Western Europe Region 2 = Eastern Europe

Austria Albania

Belgium Belarus

Denmark Bulgaria

Finland Croatia

France Czechia

Germany Estonia

Greece Hungary

Ireland Latvia

Italy Lithuania

Netherlands North Macedonia

Norway Poland

Portugal Republic of Moldova

Slovenia Romania

Spain Russian Federation

Sweden Serbia

Switzerland Slovakia

United Kingdom Ukraine
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(Fig. 1). This downward trend was disrupted by four 
divergent periods which are defined on the basis of 
local minimum and maximum values of variability 
of life expectancy at birth (1973–1984, 1986–1994, 
1998–2005, 2017–2022). The increases in variabili-
ty are more pronounced in males, and therefore only 
results for men are presented in detail in this paper. 
The results for women are about the same, but less 
significant.

The first divergent period started in 1973 and it 
was the longest period of increasing variability in 
life expectancy at birth since the mid-20th century, 
peaking in 1984. The second divergent period began 
in 1986 and the variability increased until 1994. 
The largest absolute increase in variability occurred 
during this interval, with the squared coefficient of 
variation rising by 0.0034 years squared. Given the 
turbulent political, economic, and social changes in 
Eastern Europe at the turn of the 1980s and 1990s, 
it can be assumed that the considerable increase in 
variability in the second divergent period is precisely 
related to the heterogeneous development of mor-
tality in post-socialist countries. The third divergent 
period started in 1998, reached its maximum in 2005, 
and can be characterized by the smallest increase in 
variability when the square of the coefficient of vari-
ation increased by 0.0007 years squared. The fourth 
divergent period started in 2017 and continued until 
the last year analyzed. The largest annual increments 
of the square of the coefficient of variation indicate 
a sharp increase in variability during that interval 
mainly after 2019 when the COVID-19 pandemic 
started. The importance of the last divergent period is 

demonstrated by the fact that the variability achieved 
due to different mortality trends during the pandem-
ic overcame the turbulent and heterogeneous devel-
opment in Europe during the transition years of the 
1990s (Fig. 1).

Fig. 1 shows, among other things, that throughout 
the period under study, differences between groups, 
i.e. between Western and Eastern Europe, contributed 
more to the overall variability. The share of between-
group variability in total variability peaked at 90% in 
1990 and has remained above 80% since then. Until 
the late 1960s, differences between regions were 
more influenced by Eastern European countries, with 
a peak of about 65% in 1960. Since then, the contribu-
tion of the two regions to between-group variability 
has been more or less equal (Fig. 2). This means that 
during all four divergent periods, both the more rapid 
rise of Western European countries and the lagging 
behind of post-socialist countries have contributed 
equally to the growing gap between Western and 
Eastern Europe.

The development of within-group variability 
was more dynamic during the period under review. 
This component of the total variability was more 
pronounced almost throughout the entire period in 
Region 2, with the contributions of Eastern Europe-
an countries starting to increase significantly in the 
1990s. Since then, Region 2 has completely dominat-
ed the within-group variability, reaching a maximum 
contribution of over about 92% in 2014 (Fig. 2). This 
reflects the very different development of Western 
and Eastern Europe since the late 1980s and early 
1990s, when Western European countries remained 

Fig. 1 Variability of life expectancy at birth expressed by square of the coefficient of variation and its components between- and within-group 
variability, men and women, European countries, 1950–2022. 
Notes: The dashed vertical lines delineate the four divergent periods. 
CV2 = square of the coefficient of variation; BG = between-group component of the total variability; WG = within-group component of the 
total variability; DP = divergent period 
Data: United Nations



The COVID-19 pandemic and the East-West mortality gap in Europe 153

Fig. 2 Contributions of between- and within-group components to the total variability (upper panel) and contributions of Regions  
to the between- (middle panel) and within-group (bottom panel) components of the total variability, men and women, European countries, 
1950–2022. 
Notes: The dashed vertical lines delineate the four divergent periods. 
BG = between-group component of the total variability; WG = within-group component of the total variability; Region 1 = Western Europe; 
Region 2 = Eastern Europe 
Data: United Nations
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homogeneous, while mortality trends among post-so-
cialist countries differed greatly in the context of the 
transition and subsequent mortality crisis.

For a better understanding of the development 
of the variability and its components, the following 
Fig. 3, 4, 5, and 6 show the development of life expec-
tancy at birth during the four divergent periods. The 
graphs always compare life expectancy in two years – 
the year before the divergent phase began, i.e. the 
year with the local minimum value of the squared 
coefficient of variation, and the year when variabil-
ity peaked in a given divergent period (1973–1984, 
1986–1994, 1998–2005 and 2017–2022). These 
divergent periods are analyzed in more detail to iden-
tify the countries that are most responsible for the 
increase in mortality variability.

During the first divergent period (1973–1984), 
all Western European and some Eastern European 
countries experienced an increase in life expectancy 
at birth. In Region 2, however, the level of the indica-
tor stagnated or even declined in several cases. The 
largest increases between 3 and 4 years occurred in 
Albania and Macedonia, and in Region 1 in Portugal, 
Finland, Italy, and Spain. Belarus experienced the 
greatest loss of life expectancy at birth by almost 3 
years, but due to its relatively good starting position 
in 1973, it was not among the countries with the low-
est level of the indicator at the end of the first diver-
gent period. This position was held by Russia and 
the Republic of Moldova at both the beginning and 
the end of this period, despite different trends, with 

life expectancy in Russia declining by about one and 
a half years between 1973 and 1984, while in Mol-
dova the indicator increased by about one and a half 
years (Fig. 3). Thus, regarding the first divergent peri-
od, we can conclude that there were changes in both 
Regions, which corresponds to the results above that 
the share of Western and Eastern European countries 
in between-group variability was comparable during 
this period. However, the variability was higher in 
Region 2, and therefore the contribution of Eastern 
Europe to within-group variability increased at the 
expense of Western Europe (Fig. 2).

Even in the second divergent period (1986–1994), 
all Western European countries experienced an 
increase in life expectancy at birth. In the case of East-
ern Europe, some countries showed increasing trends 
(mainly Central European countries), but most faced a 
deterioration in mortality rates. The largest declines 
in life expectancy (by more than 3 years) occurred in 
Ukraine, the Baltic States, Belarus, and especially in 
Russia, where the level of the indicator fell by almost 
7 years. Moreover, Russia had the worst starting posi-
tion in 1986, so that, combined with the largest drop 
in life expectancy at birth, it lagged behind not only 
Western Europe but also other Eastern European 
countries at the end of the second divergent period. 
In contrast, the largest gains in life expectancy at birth 
in Region 2 can be observed in Slovenia, which was 
more in line with Eastern Europe during the second 
divergent period of life expectancy levels, but its con-
vergent tendency towards Western Europe is evident 

Fig. 3 Changes in life expectancy at birth between 1973 and 1984, men, European countries. 
Notes: Region 1 = Western Europe; Region 2 = Eastern Europe 
Data: United Nations
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(Fig. 4). The increase in between-group variability 
during this period was influenced by both regions, as 
Western Europe experienced a substantial increase in 
life expectancy, while Eastern Europe showed a slow-
er increase and in some cases a substantial decrease. 

The large increase in the share of Region 2 in with-
in-group variability (Fig. 2) corresponds with the 
large differences between Eastern European coun-
tries, while Western European countries held much 
more together.

 
Fig. 4 Changes in life expectancy at birth between 1986 and 1994, men, European countries. 
Notes: Region 1 = Western Europe; Region 2 = Eastern Europe 
Data: United Nations

 
Fig. 5 Changes in life expectancy at birth between 1998 and 2005, men, European countries. 
Notes: Region 1 = Western Europe; Region 2 = Eastern Europe 
Data: United Nations
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Overall, the third divergent period (1998–2005) 
can be characterized by the lowest mortality levels, 
as an increase in life expectancy at birth occurred in 
all Western and Eastern European countries except 
Ukraine and Russia. At first glance, it is clear that 
Region 1 is much more homogeneous, while the var-
iability within Region 2 is large, which corresponds 
to the dominant share of Eastern European countries 
in the overall within-group variability (Fig. 2). It can 
even be observed that Region 2 has split into more 
subgroups during this divergent period. Best mortal-
ity rates are shown by Central European countries, 
Albania, Croatia or Northern Macedonia. The Baltic 
States are a special group, which is moving away from 
the other post-Soviet countries, with Estonia show-
ing an increase in life expectancy of about 3 years, 
one of the largest gains in this period. The situation 
is most severe again in Russia and Moldova, but also 
in Ukraine and Belarus (Fig. 5). This heterogeneous 
development of the Region 2 countries, and in par-
ticular the convergent tendencies of some post-so-
cialist countries towards Western Europe and the 
separation of some post-Soviet countries, shows that 
the different countries have managed to cope with the 
consequences of the transition and the mortality cri-
sis at different paces.

For the fourth divergent period (2017–2022), it can 
no longer be said that all Western European countries 
experienced an increase in life expectancy at birth, as 
the value of the indicator fell slightly in Germany and 
Greece. However, the loss was marginal compared 

to Eastern Europe. In Region 2, by contrast, mortal-
ity rates deteriorated in all countries except Croa-
tia, Estonia, and Latvia. At first glance, it is clear that 
Western Europe was much more homogeneous than 
Eastern Europe during the fourth divergence period, 
where even Moldova, Ukraine, and Russia were sep-
arated. These three countries had the worst starting 
positions in 2017 and also experienced a decline in 
life expectancy. The largest drop of about 6 years in 
the indicator occurred in Ukraine. It is also worth 
noting the evolution of Slovenia, which completed its 
convergence towards Western Europe (Fig. 6). Even 
during the fourth divergence period, the two regions 
affected between-group variability in very similar 
ways, as Western Europe saw further progress in life 
expectancy at birth, while Eastern Europe experi-
enced an increase in mortality. The greater divergence 
within Eastern European countries then corresponds 
with the continued dominance of Region 2 in total 
within-group variability over that period (Fig. 2).

4. Discussion

The results of this study show that since the second 
half of the 20th century, mortality rates in Europe 
have not only improved, but that there were also 
periods or regions affected by more or less tempo-
rary mortality worsening, despite general progress in 
health care, standards of living, or social and econom-
ic development. This heterogeneous development 

 
Fig. 6 Changes in life expectancy at birth between 2017 and 2022, men, European countries. 
Notes: Region 1 = Western Europe; Region 2 = Eastern Europe 
Data: United Nations
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was reflected in the variability of mortality rates, 
which experienced four divergent periods during the 
period under review.

The increase in variability since the mid-1970s 
has been associated with the cardiovascular revolu-
tion. In the late 1960s, life expectancy at birth began 
to increase in Western European countries, due to the 
successful control of cardiovascular diseases. How-
ever, this significant progress did not take place in 
Eastern Europe, which instead entered a long period 
of stagnation or even an increase in mortality, espe-
cially in the case of men (Vallin and Meslé 2004). The 
decline in variability in the second half of the 1980s 
was related to the introduction of an anti-alcohol 
campaign in the countries of the former Soviet Union 
between 1985 and 1987, but the effect was short-lived 
due to lack of policy follow-up (Caselli et al. 2002).

This was followed by a widening of the gap 
between Western and Eastern Europe, which reached 
a peak around the mid-1990s. However, the mortali-
ty crisis did not affect all Eastern European countries 
equally. In fact, since the mid-1980s, it has been pos-
sible to distinguish the former Soviet republics from 
the countries of Central Europe, where advances in 
health care were made earlier and, after the collapse 
of the Soviet Union, one country after another began 
to reverse the adverse mortality trends (Meslé 2004). 
The countries of the former Soviet Union did not see 
a reduction in mortality rates until about the mid-
1990s, as by then they faced not only a mortality crisis 
but also an economic crisis associated with the tran-
sition to a market economy (Shkolnikov et al. 1998; 
Gavrilova et al. 2001). Moreover, the improvement 
was first seen in the Baltic States. The different mor-
tality trends in Central Europe and the Baltic States 
compared to other Eastern European countries are 
explained by many factors, including changes in nutri-
tion, progress in medicine, and the countries’ entrance 
into the European Union. Although they did not offi-
cially join the EU until 2004, already in the 1990s the 
governments of the accession countries had to take 
measures in areas ranging from housing to workplace 
safety that could have had a positive impact on health 
(Leon 2011). It was not until around the turn of the 
millennium that mortality rates began to decline in 
the remaining post-Soviet countries, and since then it 
has been possible to speak again of a convergence of 
mortality rates in Europe.

This positive trend was disrupted at the end of the 
second decade of the 21st century when variability 
increased sharply. The observed trends in variability 
among the European countries are a natural conse-
quence of the pandemic period (COVID-19). As was 
already shown (Schöley et al. 2022; Shkolnikov et 
al. 2023), the first pandemic year (2020) brought a 
mortality worsening to almost all European coun-
tries, regardless of the region of the country. On the 
other hand, the second pandemic year (2021) was the 
source of increasing mortality variability in Europe. 

In 2021, many of the Western European countries 
returned to the pre-pandemic mortality levels, how-
ever, most of the Eastern European countries suf-
fered even deeper mortality worsening. Thus, we can 
conclude that the impact of the pandemic was more 
severe in countries with worse pre-pandemic mortal-
ity rates and the COVID-19 pandemic deepened signif-
icantly the European mortality differences.

Frequently mentioned factors influencing the 
impact of a pandemic include, for example, the resil-
ience of countries to external influences and their 
ability to adapt to circumstances (Haldane et al. 
2021; Berawi 2020), or the degree of involvement in 
international trade and tourism (Ascani et al. 2020; 
Bontempi and Coccia 2021). For this reason, Western 
European countries in many cases experienced high-
er excess mortality at the beginning of the pandemic 
because of more intense trade links, whereas the epi-
demic did not spread as rapidly to Central and East-
ern European countries at the very beginning. How-
ever, by the second pandemic year, Western European 
countries were already showing better adaptation and 
response, whereas Eastern Europe was more affected 
by the pandemic, again confirming the link between 
the impact of the pandemic and pre-pandemic levels 
of life expectancy. In other words, lifestyle, nutrition, 
health care or infrastructure can be said to influence 
life expectancy levels perhaps even more during pan-
demics than outside of them. This is important for 
policy makers and the future development of the risk 
countries, which are less resilient to epidemics and 
need more external support.

5. Conclusion

The divergent-convergent development of mortality 
in Europe in the second half of the 20th century is 
evident in the results of this study. We can observe a 
steady increase in life expectancy at birth in all West-
ern European countries in the first (1973–1984), sec-
ond (1986–1994), and third (1998–2005) divergent 
periods, while Eastern European countries have in 
most cases experienced stagnation or decline in the 
indicator. Related to this is the increase in the influ-
ence of the between-group component on overall 
variability since the 1960s, with Western and Eastern 
Europe contributing almost equally to the between-
group differences since the 1970s. The increase in 
variability was rapid in the second divergent period 
when the between-group component of variability 
was at its highest and the difference between West-
ern and Eastern Europe was therefore the largest. At 
that time, life expectancy continued to rise in Western 
European countries, while some countries in Eastern 
Europe faced a mortality crisis, especially Russia, the 
Baltic States, Ukraine, and Belarus. This is related to 
the significant increase in contributions of Region 2 to 
the total within-group component of variability after 
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1985. Divergence within the Eastern European region 
also played a role in the increase in variability in the 
late 1990s when first the Central European countries 
and then the Baltic states separated from the rest of 
the post-socialist countries.

During the most recent divergent period associat-
ed with the COVID-19 pandemic, there was a larger 
increase in variability than in all the other divergent 
periods. The between-group component of total vari-
ability was again influenced by both Regions, i.e., pro-
gress in Western Europe (especially in Switzerland, 
Norway, Sweden, and Italy) and deterioration in mor-
tality in Eastern Europe (especially in Russia, Ukraine, 
and Moldova). Within-group variability continued to 
be more affected by Region 2, although the contribu-
tion of Region 1 increased slightly.

The four divergent periods show that the increase 
in mortality variability can be due to many factors, 
whether it is the gradual manifestation of progress 
in health care, political and economic changes, or 
epidemics. It is, therefore, necessary to assume that 
further divergent-convergent mortality sequences 
will occur in the future, and it is extremely important 
to learn how to respond to mortality crises so that 
future ones have as little impact as possible, not only 
on European societies.

References

Aburto, J. M., van Raalte, A. (2018): Lifespan dispersion in 
times of life expectancy fluctuation: the case of Central 
and Eastern Europe. Demography 55(6), 2071–2096, 
https://doi.org/10.1007/s13524-018-0729-9.

Ascani, A., Faggian, A., Montresor, S. (2021): The geography 
of COVID-19 and the structure of local economies: The 
case of Italy. Journal of Regional Science 61(2), 407–441, 
https://doi.org/10.1111/jors.12510.

Berawi, M. A. (2020): Empowering healthcare, economic, 
and social resilience during global pandemic Covid-19. 
International Journal of Technology 11(3), 436–439, 
https://doi.org/10.14716/ijtech.v11i3.4200.

Bontempi, E., Coccia, M. (2021): International trade as 
critical parameter of COVID-19 spread that outclasses 
demographic, economic, environmental, and pollution 
factors. Environmental Research 201:111514,  
https://doi.org/10.1016/j.envres.2021.111514.

Bye, E. K. (2008): Alcohol and homicide in Eastern  
Europe: A time series analysis of six countries. Homicide 
Studies 12(1), 7–27, https://doi.org/10.1177 
/1088767907310851.

Caselli, G., Meslé, F., Vallin, J. (2002): Epidemiologic 
transition theory exceptions. Genus 58(1), 9–51, 
https://www.jstor.org/stable/29788712.

Chameni Nembua, C. (2006): A note on the decomposition 
of the coefficient of variation squared: comparing 
entropy and Dagum’s methods. Economics Bulletin 4(8), 
1–8, https://www.researchgate.net 

/publication/4829489_A_Note_on_the_Decomposition 
_of_the_Coefficient_of_Variation_Squared_Comparing 
_Entropy_and_Dagum’s_methods.

Gavrilova, N. S., Evdokushkina, G. N., Semyonova, V. G., 
Gavrilov, L. A. (2001): Economic crises, stress and 
mortality in Russia. The Population Association of 
America 2001 Annual Meeting, Washington. Available 
online: http://longevity-science.org/Gavrilova-PAA 
-2001.pdf (accessed on 20. 2. 2024).

Hajdu, T., Krekó, J., Tóth, C. G. (2024): Inequalities in 
regional excess mortality and life expectancy during  
the COVID-19 pandemic in Europe. Scientific  
Reports 14: 3835, https://doi.org/10.1038/s41598 
-024-54366-5.

Haldane, V. et al. (2021): Health systems resilience  
in managing the COVID-19 pandemic: lessons from  
28 countries. Nature Medicine 27(6), 964–980,  
https://doi.org/10.1038/s41591-021-01381-y.

Leon, D. A. (2011): Trends in European life expectancy:  
a salutary view. International Journal of Epidemiology 
40(2), 271–277, https://doi.org/10.1093/ije/dyr061.

Leon, D. A., Chenet, L., Shkolnikov, V. M., Zakharov, S., 
Shapiro, J., Rakhmanova, G., Vasin, S., McKee, M. (1997): 
Huge variation in Russian mortality rates 1984–94: 
Artefact, alcohol, or what? Lancet 350(9075), 383–388, 
https://doi.org/10.1016/S0140-6736(97)03360-6.

McKee, M., Shkolnikov, V. (2001): Understanding the toll  
of premature death among men in Eastern Europe.  
BMJ 323: 1417, https://doi.org/10.1136/bmj.323 
.7326.1417a.

Meslé, F. (2004): Mortality in Central and Eastern Europe: 
long-term trends and recent upturns. Demographic 
Research Special Collection 2(3), 45–70, https://doi.org 
/10.4054/DemRes.2004.S2.3.

Meslé, F., Vallin, J. (2002): Mortality in Europe: the 
Divergence Between East and West. Population 57(1), 
157–197, https://doi.org/10.3917/popu.201.0171.

Schöley, J., Aburto, J. M., Kashnitsky, I., Kniffka, M. S., 
Zhang, L., Jaadla, H., Dowd, J. B., Kashyap, R. (2022): Life 
expectancy changes since COVID-19. Nature Human 
Behaviour 6, 1649–1659, https://doi.org/10.1038 
/s41562-022-01450-3.

Shkolnikov, V. M., Cornia, G. A., Leon, D. A., Meslé, F. (1998): 
Causes of the Russian mortality crisis: evidence and 
interpretations. World Development 26(11), 1995–2011, 
https://doi.org/10.1016/S0305-750X(98)00102-8.

Shkolnikov, V. M., Timonin, S., Jdanov, D., Islam, N., Leon, 
D. A. (2023): East-West mortality disparities during 
the COVID-19 pandemic widen the historical longevity 
divide in Europe. medRxiv (preprint), https://doi.org 
/10.1101/2023.11.08.23298275.

United Nations (2022): World Population Prospects 2022. 
Department of Economic and Social Affairs, Population 
Division. Available online: https://population.un.org 
/wpp/Download/Standard/Mortality/ (accessed  
on 25. 11. 2023).

Vallin, J., Meslé, F. (2004): Convergences and divergences 
in mortality: a new approach of health transition. 
Demographic Research Special Collection 2(2), 11–44, 
https://doi.org/10.4054/DemRes.2004.S2.2.




