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ABSTRACT
This article aims to analyze the effects of cancer mortality on life expectancy at birth in 15 European high-income countries between 
1950 and 2019. To establish the 1950–2019 time series of deaths from cancer, mortality data were harmonized from the available 
datasets of the World Health Organization Mortality database, coded according to the International Classification of Diseases of the 
7th, 8th, 9th, and 10th editions. The estimation of the cancer mortality effect on the life expectancy at birth was performed using 
the algorithm of stepwise replacement for the life expectancy decomposition. The increase in cancer mortality contributed to a 
decline in overall life expectancy growth until the mid-1990s, coinciding with the aging cohorts of heavy smokers and a long-term 
reduction in mortality from other non-communicable diseases. Subsequently, since the 1990s, the reduction in cancer mortality has 
contributed to a significant increase in life expectancy at birth, especially in males. Reduction in cancer mortality was the outcome 
of various factors, such as alcohol and tobacco control policies, advances in cancer prevention and its treatment, general increase 
in population well-being, and reduction in risk-factors.
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1. Introduction

During the 20th century, life expectancy (LE) sharply 
increased in most countries, while in those developed, 
it even doubled. This is due to changes in the distri-
bution of cause-specific mortality during this period 
when a decline in infectious diseases was observed, 
continued by a cardiovascular revolution (Vallin 
and Meslé 2004) and a cancer mortality diminution. 
However, back then, despite the notable increase in 
LE, cancer mortality sharply increased, especially 
in males, and decreased in several countries only in 
the 1990s (DeVita and Rosenberg 2012; Bertuccio 
et al. 2019). Recently, due to noteworthy changes in 
mortality structure in developed countries, a shift 
occurred from cardiovascular diseases to cancer as 
the leading cause of death (Stringhini and Guessous 
2018; Townsend et al. 2016).

Similar mortality trends in most frequent cancer 
sites were observed in many developed European 
countries (Hashim et al. 2016), where breast (Cario-
li et al. 2017; Malvezzi et al. 2019), lung (Islami 
et al. 2015; Remon et al. 2020), prostate (Baade et al. 
2009; Wong et al., 2016), stomach (Balakrishnan et 
al. 2017), colon and rectal cancer (Araghi et al. 2018; 
Ait Ouakrim et al. 2015) declined in the last decades. 
This became possible in the context of reduction in 
exposure to cancer risk factors, diagnostics and med-
ical care improvements, and enhancement of cancer 
treatment effectiveness (DeVita and Rosenberg 2012; 
Proctor 2013). However, despite the visible decline in 
cancer mortality during the last decades, the impact 
of the 2020–2021 COVID-19 pandemic may slow 
down future trends (Englum et al. 2021).

This study aims to describe the long-term trends 
in LE changes due to cancer mortality in selected 

European high-income countries and to measure the 
impact of cancer deaths on these trends. For this, the 
algorithm of stepwise replacement of the LE decom-
position was used. Although cancer mortality trends 
have already been described previously in the litera-
ture, this study quantifies the contribution of cancer 
mortality trends to life expectancy using data from a 
large set of European countries. 

2. Methods

This study is based on long-term datasets on cancer 
mortality in selected developed European countries 
that contain information on the distribution of deaths 
by sex, age, and cause of death between the 1950s 
and 2019. The following list of countries with peri-
ods of data availability were selected for the research: 
Belgium (1954–2018), Czechia (1950–2019), Den-
mark (1952–2018), Finland (1952–2018), France 
(1950–2017), Hungary (1955–2019), Ireland 
(1950–2018), Italy (1951–2017), Netherlands (1950–
2019), Norway (1951–2016), Poland (1959–2019), 
Portugal (1955–2018), Spain (1951–2019), Sweden 
(1951–2018), and Switzerland (1951–2018).

Cancer deaths by sex and age were retrieved from 
WHO (World Health Organization) Mortality Data-
base (WHO Mortality Database) and included cancer 
sites that, according to the International Classifica-
tion of Diseases (ICD), corresponded to the codes 
140–205 (ICD7), 140–209 (ICD8), 140–208 (ICD9), 
and C00–C97 (ICD10). The Human Mortality Data-
base was used as a source for the population expo-
sure data (HMD). To organize a comparable long 
series of data sets on the cause of death age distri-
bution, ICD7, ICD8, ICD9, and ICD10 classifiers have 

Tab. 1 Years of transition between the ICD7, ICD8, ICD9, and ICD10 classifications in analyzed countries.

Country ICD7 ICD8 ICD9 ICD10

Belgium until 1967 1968–1978 1979–1997 since 1998

Czechia until 1967 1968–1978 1979–1993 since 1994

Denmark until 1968 1969–1993 – since 1994

Finland until 1968 1969–1986 1987–1995 since 1996

France until 1967 1968–1978 1979–1999 since 2000

Hungary until 1968 1969–1978 1979–1995 since 1996

Ireland until 1967 1968–1978 1979–2006 since 2007

Italy until 1967 1968–1978 1979–2002 since 2003

Netherlands until 1968 1969–1978 1979–1995 since 1996

Norway until 1968 1969–1985 1986–1995 since 1996

Poland until 1968 1969–1979 1980–1996 since 1997

Portugal until 1970 1971–1979 1980–2001 since 2002

Spain until 1967 1968–1979 1980–1998 since 1999

Sweden until 1968 1969–1986 1987–1996 since 1997

Switzerland until 1968 1969–1994 – since 1995

Source: WHO Mortality Database



Effects of cancer mortality on life expectancy 151

been harmonized. Tab. 1 shows the years of transition 
between classifications in the countries studied.

The age-standardized mortality rate was calculat-
ed using the direct standardization method, where the 
New European Standard Population (Eurostat 2013) 
with a 5-year age group and the last open-ended age 
interval 85+ was applied as a population standard.

LE calculation was based on an abridged life table 
construction with the last open-ended age inter-
val of 85+. Therefore, LE decomposition was per-
formed using the algorithm of stepwise replacement 
(Andreev et al. 2002), where the age components of 
LE were compared between time periods and mea-
sured the contribution of cancer mortality to the LE 
change. These calculations were made in two steps: 

1. LE decomposition was performed based on a 
5-year age group interval by using the following 
formula:

2−1 = 2( 2 − 1) − +1
2 ( +1

2 − +1
1 ) 

∆ , = ( ,
2 − ,

1 ) ÷ ( 2 − 1) × 2−1

 (1)

Where δx is the difference in LE between two pop-
ulations within age interval x; lx is the number of life 
table survivors to age x; and ex is the LE at the begin-
ning of age interval x.

2. For measuring the contribution of cancer mortality 
to the LE change, was applied formula expressed 
as:

2−1 = 2( 2 − 1) − +1
2 ( +1

2 − +1
1 ) 

∆ , = ( ,
2 − ,

1 ) ÷ ( 2 − 1) × 2−1  (2)

Where ∆ei,x is the contribution of cause-specif-
ic mortality to the life expectancy change within 
age interval x; and mx and mi,x are age-specific and 
age-cause-specific mortality rates in the age interval x.

For a graphic presentation of the contribution of 
cancer mortality to the life expectancy change, the 
results have been assembled into more extended age 
groups: 0–34, 35–54, 55–74, and 75+, respectively.

3. Results

3.1 Cancer mortality trends

Since the 1950s, cancer mortality has continuous-
ly increased for both sexes in most European coun-
tries, reaching its peak in the late 1980s (Fig. 1). Such 
an increase in cancer mortality was evident in most 
countries despite the initial gap between them. Thus, 
in males in the 1950s, the age-standardized can-
cer mortality rate ranged between 200 deaths per 
100 thousand population (in Ireland, Italy, Poland, 
and Portugal) and above 400 deaths per 100 thou-
sand population in Finland and Switzerland. By the 
end of the 1980s (in Hungary, Poland, and Portugal by 
the end of the 1990s), cancer mortality in males grew 

by 25–200%. After reaching its peak, cancer mortality 
in males started to decline at a pronounced pace.

In females, between 1950–2019, cancer mortality 
levels out mainly reaching a plateau, with the high-
est values of mortality rate noted in the mid of the 
1990s. A different situation was observed for females 
in Belgium, Denmark, the Netherlands and Switzer-
land, where the highest cancer mortality rates were 
recorded during the 1950s.

3.2 Contribution of cancer mortality  
to the life expectancy change

Between 1950 and 1990, in Norway, Czechia, Por-
tugal, Spain, Poland, and Hungary, cancer mortality 
contributed with −0.2 years, −0.6 years, −0.6 years, 
−1.1 years, −1.2 years, and −1.4 to the overall LE 
growth. In the rest of the countries, except Finland, 
a peak in male cancer mortality was observed in the 
1980s – deaths that from 1950 diminished the growth 
in LE in Switzerland (−0.2 years), Sweden (−0.3 years), 
Denmark (−0.5 years), Ireland (−0.5 years), Belgium 
(−0.6 years), France (−0.8 years), the Netherlands 
(−0.8 years), and Italy (−1.0 years). In Finland, due to 
cancer mortality, a slight decline in overall male LE 
change was found only between 1950–1960.

From 1980 to 1990, a decrease in males cancer 
mortality has led to a considerable gain in LE with 
a cumulative contribution by 2019 of 0.2 years in 
Portugal, 1.1 years in Ireland, Norway and Poland, 
1.2 years in Hungary and Sweden, 1.4 years in Spain, 
1.5 years in Denmark, 1.9 years in Finland, France and 
Italy, 2.0 years in the Netherlands and Czechia, and 
2.2 years in Belgium.

Between 1950 and 1960, in most countries, LE 
slightly declined among females due to cancer mor-
tality, except for Ireland, Italy, and Spain, where a 
decrease in LE was more pronounced by 0.1, 0.2, 
and 0.4 years, respectively. Among females in Nor-
way, the Netherlands, Finland, Belgium, and Switzer-
land, cancer mortality has continuously decreased 
since the 1950s. This mortality trend increased LE to 
2019 by 1.0, 1.2, 1.4, 1.5, and 1.8 years. In the period 
1960–2019, female LE rose in Portugal (0.5 years), 
Spain (0.8 years), Italy (0.9 years), France (1.0 years), 
Ireland (1.0 years), Sweden (1.2 years), and Denmark 
(1.4 years) as a result of cancer mortality decline. In 
Poland, Hungary, and Czechia, female cancer mortali-
ty started to decline after the 1990s, increasing LE by 
0.4, 0.6, and 1.2 years.

3.3 Age components of cancer mortality  
in the life expectancy change

In most countries, cancer mortality among males and 
females younger than 35 years contributes only negli-
gibly to increase in LE in the period analyzed (Fig. 2). 
A significant decrease in LE due to cancer mortali-
ty was observed in males in the period 1950–1990, 
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mainly in the age groups above 35, while in females, 
this decline was specific only to a few countries 
(Czechia, Hungary, Ireland, Italy, Poland, Portugal, 
and Spain). A considerable increase in females’ LE 
for the 1950–1990 period was found in Belgium, the 

Netherlands, Switzerland and Nordic countries due to 
cancer mortality decline in all age groups.

After 1990 LE increase due to cancer mortality 
reduction was evident for males and females in all 
countries analyzed. This was mainly assured by the 

Fig. 1 Age-standardized cancer mortality rate (per 100,000 population) in 15 European high-income countries for males (A) and females (B), 
1950–2019. 
Source: WHO Mortality Database and Human Mortality Database
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Tab. 2 Contribution (in years) to the change in life expectancy by cancer mortality for males and females, 1950s–2019*.

Years

Country 1950s–1960 1960–1970 1970–1980 1980–1990 1990–2000 2000–2010 2010–2019*

Males

Belgium −0.28 −0.14 −0.19 0.25 0.56 0.64 0.77

Czechia −0.15 −0.24 −0.12 −0.12 0.45 0.85 0.70

Denmark −0.19 −0.03 −0.26 0.01 0.27 0.62 0.63

Finland −0.07 0.09 0.26 0.44 0.44 0.31 0.37

France −0.28 −0.21 −0.33 0.07 0.53 0.79 0.57

Hungary −0.20 −0.27 −0.45 −0.52 −0.05 0.49 0.68

Ireland −0.23 −0.20 −0.06 0.02 0.22 0.78 0.39

Italy −0.36 −0.27 −0.34 0.08 0.64 0.64 0.49

Netherlands −0.28 −0.31 −0.16 0.23 0.42 0.52 0.80

Norway 0.04 −0.16 0.05 −0.10 0.13 0.45 0.51

Poland – −0.56 −0.33 −0.29 0.12 0.49 0.53

Portugal −0.18 −0.17 −0.14 −0.10 −0.01 0.09 0.10

Spain −0.42 −0.16 −0.22 −0.30 0.10 0.59 0.66

Sweden −0.17 0.04 −0.13 0.23 0.23 0.41 0.35

Switzerland 0.18 −0.05 0.04 0.12 0.65 0.63 0.53

Females

Belgium 0.03 0.15 0.14 0.22 0.36 0.22 0.41

Czechia −0.06 0.04 −0.01 −0.05 0.24 0.58 0.36

Denmark −0.01 0.14 −0.06 0.04 0.13 0.55 0.62

Finland 0.17 0.27 0.17 0.07 0.24 0.24 0.24

France −0.04 0.18 0.12 0.18 0.19 0.25 0.07

Hungary −0.09 0.01 −0.11 −0.07 0.01 0.33 0.26

Ireland −0.10 −0.16 0.03 0.04 0.15 0.62 0.26

Italy −0.15 0.03 0.06 0.04 0.32 0.25 0.19

Netherlands 0.16 0.06 0.34 −0.04 0.09 0.16 0.38

Norway 0.20 0.06 0.11 −0.07 0.09 0.26 0.31

Poland – −0.31 −0.06 −0.02 0.00 0.27 0.17

Portugal −0.07 −0.11 0.04 0.02 0.20 0.22 0.06

Spain −0.36 0.02 0.12 0.07 0.19 0.22 0.19

Sweden −0.08 0.17 0.04 0.29 0.14 0.29 0.26

Switzerland 0.24 0.10 0.26 0.11 0.44 0.37 0.24

Source: WHO Mortality Database and Human Mortality Database
* Last available year

age groups between 35 and 74 years, while in coun-
tries with the highest LE, a decline in cancer mortality 
was observed in the ages above 75.

4. Discussion

The results highlighted a considerable impact of can-
cer mortality on LE change during the last 70 years. 
The increase in cancer mortality observed until the 
end of the 1980s corresponds with the period of 
the aging cohorts of heavy smokers (Janssen and 

Van Poppel 2015) and occurred after a continuous 
decline in mortality from cardiovascular diseases 
(Vallin and Meslé 2004). Even though mortality from 
certain types of cancer (such as stomach, uterus, etc.) 
decreased since the 1950s, the cancers directly con-
nected to smoking registered a visible increase until 
the end of the 1980s (Meslé 2002). Nevertheless, the 
age- and sex-differentiation in cancer mortality con-
tribution to the LE change relied on divergence in the 
risk factors and predominant types of cancer in males 
and females (Radkiewicz et al. 2017; McCartney et al. 
2011).
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Fig. 2 Contribution (in years) of cancer mortality to the increase in life expectancy by age groups and sex, 1950–1990 and 1990–2019*. 
Source: WHO Mortality Database and Human Mortality Database 
* Last available year

In the 1990s, cancer mortality began to fall, which 
resulted from the mutual influence of cancer-preven-
tive policies and significant improvements in cancer 
treatment. An outstanding contribution to reducing 
cancer mortality has been made by discovering new 
cancer treatment methods, including surgery, che-
motherapy and radiation therapy (DeVita and Rosen-
berg 2012), introducing alcohol and tobacco control 
policies (Gredner et al. 2021), vaccination against 
hepatitis B (Lee et al. 1998) and efficient treatment 
of hepatitis C. An important contribution to cancer 
prevention and risk-factors reduction is made by a 
general increase in population education and welfare 
(Arık et al. 2021). However, such results in cancer 
mortality reduction were possible under an efficient 

bureaucratic system and high population respon-
siveness towards the health policies implement-
ed in European countries (Mackenbach and McKee 
2015). 

The role of birth cohorts in determining cancer 
mortality trends has been distinctly described in ear-
lier studies (La Vecchia et al. 1998). Consequently, the 
changes in behavioural factors that contribute to can-
cer mortality increase (e.g. high prevalence in alcohol 
and tobacco consumption), or the influence of cancer 
preventive policies and improvement in its treatment, 
will contribute to the changes in cancer mortality 
trends via cohort and period effects.

A substantial increase in LE due to a decrease in 
cancer mortality in the Central European countries 
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of the former socialist bloc might be explained by the 
so-called low base effect when in previous years, in 
Czechia, Hungary, and Poland, cancer mortality was 
significantly higher compared to Western European 
countries. Catching up economies of these countries 
allowed for adjusting cancer prevention and treat-
ment standards, which contributed to a convergence 
in cancer mortality in the 15 European countries 
investigated (Bremberg 2017).

In recent years, during the COVID-19 pandemic, a 
decrease in the number of planned cancer treatments 
and screening procedures was observed (Englum et 
al. 2021; Mayo et al. 2021). This disruption might 
have a long-term impact on cancer mortality. Howev-
er, continuous improvements in cancer treatment and 
early detection significantly contribute to cancer mor-
tality reduction (DeVita and Rosenberg 2012).

5. Limitations

The study is based on WHO long-term data on age, 
sex, and cause-of-death mortality distribution, which 
primarily was provided by the national authorities, 
that not necessarily have an identical approach in cod-
ifying deaths according to the ICD classification (e.g. 
in diagnosing the underlying diseases that caused a 
fatal outcome). Additionally, the countries studied 
had different transition periods between the ICD clas-
sifications, which may affect the comparability results 
between the countries and periods analysed.

The method of decomposition used to measure the 
impact of cancer mortality on the LE change, in fact, 
measures the contribution of cause-specific mortality 
in the overall LE indicator. Thus, a decline in violent, 
infectious or non-communication disease mortality 
could contribute to an increase in exposure of cancer 
fatality, and, on the contrary, a decline in cancer mor-
tality would increase in later ages mortality.

6. Conclusions

Cancer mortality continuously increased in 15 Euro-
pean countries until the late 1980s and mid-1990s, 
which coincided with a long period of growth in the 
population’s lifespan, the aging of cohorts of heavy 
smokers, and an increase in behavioral and risk-fac-
tors incidence. After reaching its peak in the 1990s, 
cancer mortality has significantly declined, contrib-
uting to a considerable increase in LE, especially in 
males. 

Recent decline in cancer mortality is one of the 
leading resources for increasing LE in most high-in-
come countries. As cancer is nowadays one of the 
leading causes of death, understanding of past and 
future trends in cancer mortality and its contribution 
to the LE may be of importance for policymakers in 
order to set up preventive strategies. 
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ABSTRACT
Tehran is one of the most polluted cities in the world with 48 days of air pollution exceeding the admissible threshold (AQI > 150) 
for 3 months of the 15 years studied. This period coincides with the time when Tehran’s inversion reaches its maximum stability. 
The purpose of this study was to determine the height of air pollution in Tehran in the days when pollution exceeds the permissible 
limit. Continuing to study the pressure and temperature conditions of these days, we then considered the geographical and topo-
graphic conditions, and finally identified the best of these cells for potential theoretical air turbulence. The results of this study, 
based on the Harmonic Analysis method and based on Tehran temperature and pressure data over a 15-year period (2003–2017), 
show that the highest elevation of Tehran inversion does not exceed 1800 m on polluted days. Only within 6 days of those beyond 
the admissible threshold, temperature and pressure cells with the highest Newtonian mass are formed. The center of these cells 
formed with a compressive difference of 32 mg in November, 7 mg in January, 11 mg in December, and temperature difference 
of 1.1° in November, 4.4° in January, and 1.9° in December. Generally, we considered the formed cells by the temperature and 
pressure difference and the gradient between them, as well as the difference in height between the cells and their location. This 
information, combined with the local winds causing the differences in temperature and pressure, allows us to elucidate conditions 
for creating air turbulence in Tehran and mitigating the amount and degree of air pollution.
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1. Introduction

Air quality significantly impacts human life and the 
condition of ecosystems, both directly and through 
processes related to climate change. 

Air pollution is associated with respiratory and eye 
diseases such as asthma, lung cancer and conjunctivi-
tis, especially in the young and elderly (UNEP/WHO 
1992; Patel 1994). Lead as a pollutant is particular-
ly serious for children, since relatively low concen-
trations of lead in the blood may have a damaging 
and permanent effect on their mental development 
(Needleman et al. 1991). In the environment, air pol-
lution is a major contributor to effects such as acid 
rain, which has been responsible for much damage to 
soil, fish resources and vegetation, often very far away 
from the source of the pollutant (Shahid and Hussain 
2013).

Air pollution is identified by the World Health 
Organization (WHO) as responsible for several mil-
lion deaths per year. In most industrialized countries, 
particulate matter emissions are regulated by severe 
environmental laws because smog crises can involve 
large territories and affect their residents. Several 
studies carried out in the U.S.A. and Europe indicate 
high risks for lung cancer due to small particulate 
matter (e.g. Vineis et al. 2006).

Tehran is one of the largest and the most crowd-
ed cities that suffer from air pollution. In some days 
of the year, the amount of contaminating and pollu-
tion elements increases so much that breathing is 
very difficult for inhabitants. Increasing atmospheric 
pollutants has made Tehran one of the most polluted 
cities in the world. Air pollution concentrations vary 
substantially within a year. The AQI varies over the 
course of a year in Tehran. During autumn and win-
ter, Tehran becomes more polluted. Atmospheric tem-
perature inversion worsens air pollution during that 
period. Spring and summer are usually less polluted. 
August, for example, was the cleanest month of the 
year in 2015. There are occasional dust storms at the 
end of spring and beginning of summer that increase 
PM concentrations and result in unhealthy air. The 
unhealthy days due to dust storms are relatively rare 
compared to those caused by combustion sources 
during the cold seasons (Sarraf and Heger 2018). To 
design an effective approach to air pollution manage-
ment, it is important to diagnose the problem, deter-
mine its sources, and identify affordable and sustain-
able solutions (Gwilliam et al. 2004).

There are more than 17 million vehicular trips per 
day in Tehran (Shahbazi et al. 2017), and many of 
the vehicles have outdated technology. Thus, the air 
in Tehran is amongst the most polluted in the world. 
Topography and climate add to the pollution prob-
lem. Tehran is at a high altitude and is surrounded 
by the Alborz Mountain Range, which traps polluted 
air. Temperature inversion, a phenomenon particu-
larly occurring during the winter months, prevents 

the pollutants from being diluted. Several recent 
trends indicate that reducing air pollution will not 
be straightforward: rapid population growth (par-
tially due to migration from other cities and villages), 
industrial development, urbanization, and increasing 
fuel consumption are pressure points for clean air in 
Tehran.

The two factors of climate and topography are 
affecting air pollution in Tehran; these are 2 major 
issues emphasized in this research. In fact, using 
these factors, we are looking for a way to eliminate or 
at least decrease the pollution of Tehran’s air.

All studies on atmospheric pollution in Tehran 
have focused on urban management, such as days free 
from school or work; avoidance of moving polluted 
cars; relocation of industrial factories, and so on.

This research focuses on vertical and horizontal 
exchanges via atmospheric mixing, by defining the 
good conditions for instability during the inversion 
periods in Tehran. If we have suitable mixing condi-
tions (identified with cells of pressure and/or tem-
perature), we should try to define the best status 
for instability. We must better know the differenc-
es of temperature and pressure that give rise to air 
turbulence.

2. Background

Related to air pollution many studies have been con-
ducted and some of these have focused on physical 
factors such as climatology and topography.

Mage et al. (1996) made maps based on infor-
mation from WHO and UNEP’s creation of an air 
pollution monitoring network as part of the Global 
Environment Monitoring System. They described 
an increased population in the next century, main-
ly in the developing countries with a lack of capital 
resources for air pollution control, which means that 
there is a great potential that conditions will worsen 
in many more cities reaching megacity status1. This 
paper maps the potential for air pollution that cities 
will experience in the future unless control strategies 
are developed and implemented during the next sev-
eral decades. 

Thadathil and Gosh (1992) studied surface lay-
er temperature inversion in the Arabian Sea during 
winter. They found that the inversion in this area is 
a stable seasonal feature and the occurrence is lim-
ited to the coastal regions. Finally, the possible forc-
ing mechanism for such an advection (the causative 
factor for the inversion is identified to be the win-
ter-time surface-advection of cold less saline Bay of 
Bengal water over the warm saline Arabian Sea water 
along the west coast of India) was examined using a 

1 According to some recourses megacity is the city with more 
than 10 million people in habitants.
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hydrographic section and wind observations along 
the west coast of India.

Kejna (2008) described the spatial differentia-
tion of topoclimatic conditions in the vicinity of the 
Arctowski Station (King George Island, Antarctica). 
The paper analyzes meteorological elements such as 
air temperature, air humidity (eight sites) and wind 
direction and velocity (three sites). Significant topo-
climatic diversities resulting from denivelation, expo-
sure, ground properties and local air circulation were 
recorded in the study area.

Nowadays due to the increasing population, energy 
consumption, pollution caused by transport systems, 
and the increasing number of vehicles, industrial, and 
mining activities, in most big cities the important of 
environmental issues, has doubled, particularly with 
air pollution (Sarraf and Heger 2018).

Sánchez-Coyllo et al. (2002) studied the observed 
behavior of pollution concentrations due to prevailing 
meteorological conditions for the period from June 
13 to September 2, 1994, for the Metropolitan Area 
of Sao Paulo (MASP). They observed that for both the 
synoptic conditions, namely the South Atlantic Sub-
tropical High and Polar High, high concentration pol-
lution values prevailed due to weak ventilation, low 
relative humidity and absence of precipitation.

Buchholz et al. (2010) studied impacts related to 
daily air quality index (DAQx), calculated for 15 air 
quality monitoring stations (traffic, background, 
and industry) in Belgium, France, Germany and Lux-
embourg, all compared to meso-scale atmospheric 
patterns between 2001 and 2007. The investigation 
of weather regimes indicates that zonal and mixed 
cyclonic circulation regimes are associated with bet-
ter air quality than meridional and anticyclone weath-
er regimes. In general, weather regimes with high dai-
ly precipitation lead to better air quality than dryer 
air masses because of lower contribution of PM10 to 
the air quality index.

Bityukova et al. (2013) in a research report in Rus-
sia, found that 60 million people live in the cities with 
high levels of air pollution. Comparative statistical 
analysis of pollutant emission and emission processes 
in 1099 cities in the country revealed the role of cli-
mate and other environmental factors, including fuel 
mix, and the impact of agglomeration effecton the dis-
tribution of pollutants in the cities’ atmosphere.

Bidokhty and Hashem (1998) explained about the 
atmospheric boundary layer (ABL) and its effect on 
air pollution. They created a turbulent and integral 
model for prediction of air pollution in city.

Like all major cities, Tehran suffers from air pol-
lution; however here it is particularly intensive. The 
amount of air pollutants in the warning state2 has 
increased considerably. In order to find the solution 
for decreased air pollution many researchers have 
addressed the issue from a range of perspectives 

2 When the Air Quality Index represents more than 150.

Cheragi (1999) studied air quality in Tehran and 
Isfahan. He concluded that density of pollutants, in 
329 days in Tehran and 34 days in Isfahan exceeded 
the limit. Shariepour et al. (2006) studied the densi-
ty of pollution in Tehran. They concluded that Golhak 
and Tajrish stations are the most polluted stations and 
that reduced relative humidity was causing increased 
air pollution during the cold months of the year.

Zahedi et al. (2000) studied about factors that 
influence at air pollution in Tabriz. They concluded 
that the most important factor is industries located in 
the west and south west of this city. Other factors are 
topography, slope and wind.

Lashkari and Hedayat (2007) studied synoptic pat-
terns of inversions in Tehran and explained four syn-
optic patterns as causing intense inversions in Tehran. 
In two of these patterns, creating a ridge in 850 and 
700 hectopascals and dynamical stability derived from 
it, are intense inversion conditions. In another pattern, 
transfer of cold weather by anticyclonic circulation at 
ground level creates a trough over Tehran of 850 and 
700 hectopascals, thus causing intense inversions. 

Esa et al. (2012) studied the air pollution distribu-
tion in Tehran. They claimed that concentrations of 
various air pollutants and inappropriate distribution 
of resources in the city causes Tehran to have differ-
ent areas with different situations of air quality, and 
concluded that the western and southern parts of the 
city are the most polluted.

Saneie (2016) studied air pollution in Tehran from 
the perspective of urban planners. He concluded that 
density of pollution in Tehran follows the topography 
and that most air pollution is in low areas in Tehran. 
He considered it impossible to change climate factors 
that are influencing air pollution. He suggested that a 
changing pattern of city management and urban plan-
ning can better prepare Tehran for changing environ-
mental conditions.

3. Main objective

The main motive of this research is to focus on chang-
ing atmospheric patterns for purposes of better man-
agement of air pollution risks in the Tehran basin. If 
this plan (to find a Model for Instability in Thermal 
and Pressure Cells and thus curtailing air pollution) 
succeeds, a better understanding of temperature and 
pressure conditions (quantities from synoptic sta-
tions and radiosonde launches, overall gradients both 
horizontally and vertically, etc.) will be achieved. This 
new knowledge should better prepare us for prevent-
ing air pollution risks in the Tehran region.

The main objective of this research is to find a 
model for instability in Thermal and Pressure Cells 
and thus curtailing Tehran air pollution. The more 
concrete and specific objectives are as follows 
– Investigate air conditions in the days when the AQI 

(Air Quality Index) are greater than 150 in Tehran.



160 Faezeh Afarideh, Mohammad Hossein Ramasht, Graham Mortyn

– Determine temperature and pressure cells in dif-
ferent levels of the atmosphere. From this data we 
can construct maps that most clearly define insta-
bility conditions. 

– Select a level for which thermal and pressure cells 
have the most differences, thus defining the most 
clearly unstable conditions suitable for mixing 
(and pollution).

4. Research method

To achieve these objectives, different stages will be 
pursued. Firstly, Tehran’s air pollution data was col-
lected from air quality sensors and, according to them, 
the days when the AQI is greater than 150, have been 
pre-selected as dangerous days of pollution.

Then, temperature and pressure data were collect-
ed for polluted days from synoptic stations and after 
that, the pressure and temperature maps were drawn 
at different levels of the atmosphere.

Further, based on these maps, it should be selected 
the levels that have the most number cells of pressure 
and temperature with the most gradient.

Then, maps of thermal and pressure cells that have 
the most differences will be selected for more con-
crete analysis and consideration.

In the final stage, it will be suggested the amount 
of differences in temperature and pressure that cells 
should have to create instability. Upon completion of 
this, it is anticipated that we will better understand 
the inversion processes that are major influences on 
air pollution in Tehran. This will hopefully progress 
toward knowledge and understanding of how to mit-
igate air pollution risks.

We have used the synoptic stations and the air pol-
lution testing stations as well as Google earth, Arc GIS, 
Surfer and Voxler software.

5. Expected analyses

To achieve the research aims, at first, the days when 
the AQI (Air Quality Index) were greater than 150, 
during 15 years from 2003 until 2017 (just the three 
most polluted months of November, December and 
January) were defined. The reason why we select 
these 3 months is because they show the most pollut-
ed months in all the studied years.

In these days the values of temperature and pres-
sure were defined from the synoptic stations and radio-
sonde measurements. Levels of inversion height were 
calculated in these 3 months according to these factors.

In the next step, we draw maps using Surfer soft-
ware, according to inversion levels, the connections 
between height and temperature, and height and 
pressure, in each level.

In the following, from the maps of the above step, 
some maps will be selected that illustrate the largest 
gradients among thermal and pressure cells. Now the 
main aim is to find amounts of temperature and pres-
sure gradients that cells should have between them to 
create instability. 

6. Results and discussion

For the first step we find the days when the AQI (Air 
Quality Index) were greater than 150 as dangerous 
days of pollution from 2003 until 2017.

Based on the data in Tab. 1, during the statistical 
study period, a total of 48 critical days were identified, 
among which December was the most polluted month 
of the year with 33 days, followed by January with 8 
and November with 7 days. 

Temperature and pressure values were then 
extracted from the synoptic stations of Tehran prov-
ince for the specified days. Fig. 1 shows the distri-
bution of these stations taking into account their 
altitude.

According to Fig. 1, the Abali station has the high-
est altitude with 2462.2 m and the Varamin station 
has the lowest with 937 m.

Thereafter, upper atmosphere data were extracted 
for the critical pollution days. The data were collected 
at Mehrabad Airport, Tehran, and obtained from the 
University of Wyoming. We then analyzed these data 
and calculated and determined the ultimate inversion 
limit for November, December, and January.

In order to calculate the average inversion level 
using Radio sonde data, temperature and altitude 
were first evaluated for the critical days. Normally, 
with increasing altitude, temperature and pressure 
decrease. However, during inversion, the general 

Tab. 1 Date of dangerous days of pollution.

DecemberNovemberJanuaryYear

1, 92017

24, 23, 1302016

30, 29, 142015

28122014

23, 24, 25, 26, 2927, 2882013

2, 3, 4, 5, 20, 312012

202011

31, 30, 28, 27, 26, 19,  
12, 11, 8, 4, 3, 2

22, 23, 27, 292010

2009

2008

2007

2006

6, 7, 412005

52004

132003
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process changes and with increasing altitude, tem-
perature also increases. This trend was studied on 
all critical days of air pollution in the three months in 
question. In this way, the trend of temperature chang-
es was studied with increasing altitude, and the inver-
sion limit was determined for each station up to the 
height at which temperature still increased. Accord-
ingly, the inversion level was determined on the criti-
cal days for each month and then their averages were 
calculated for the desired month. The average inver-
sion levels calculated for the three months in question 
are shown in Fig. 2.

In this diagram (Fig. 2), the position of each sta-
tion relative to the average final height of inversion is 
shown for the three months on critical days. Accord-
ingly, the inversion height for critical days is 1300 m 
and includes Varamin, Mehrabad, Chitgar, Imam Kho-
meini and Shahriar stations. Other stations fall out-
side the range of inversion (Damavand, Firouzkouh, 
Abali, Shemiran, Geophysics). 

In December, the average final height of inversion 
is 1700 m. Therefore, only the Firoozkooh, Dama-
vand, and Abali stations are outside of inversion. 
And in January, the average final height of inversion 

rises slightly to 1800 m, so, again, all lower-altitude 
stations fall into the inversion zone except for Firooz-
kooh, Damavand, and Abali stations. In fact, the two 
stations of Damavand and Abali, with the altitude of 
above 2000 m, will never experience inversion and air 
pollution because this phenomenon occurs at a maxi-
mum height of 2000 m. 

The results of this part of study can be summarized 
as follows.
– The height of inversion phenomenon in Tehran 

is not the same in the target months (January, 
November, December).

– The highest inversion height in the target months 
is 1800 m and the lowest is 1300 m.

– The highest inversion is related to January 
(1800 m) and the lowest is related to November 
(1300 m).

– Exceedance of the AQI index or the pollution crisis 
threshold does not cover all areas of Tehran in the 
target months, that is, while some districts of Teh-
ran experience higher pollutions than the thresh-
olds, others do not. 

– During December, the expanse of pollution in Teh-
ran is wider than other target months.

Fig. 1 Map of the synoptic stations in the study area. 

Fig. 2 Inversion height diagram for 3 months in the study area.
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6.1 Determination of the conditions and location  
of temperature and pressure cells in critical days  
of pollution

In this study, after analyzing temperature and pres-
sure data in critical days of pollution during the 
15-year statistical period, the inversion was analyzed 
at different temperature and pressure levels and the 
mean inversion level was calculated for November, 
December and January. 

Next, based on the determined inversion levels, 
zoning maps of pressure and temperature on critical 
days of pollution were drawn in the target months. In 
this regard, 48 maps of pressure cells and 48 maps 
of temperature cells were drawn for the critical days 
of pollution. 

From among them, maps containing temperature 
and pressure cells were selected, and then a matrix 
was prepared for all cells in the selected maps and 
their Newtonian mass was calculated. 

This matrix represents the cells that have the gra-
dient, because the two factors of cell difference and 
distances play a major role in their triggering. In order 
to select the most favorable case from the obtained 

Fig. 3 Map of two temperature cells with the highest Newtonian mass in 28/11/2013 in November.

Tab. 2 November temperatures Cells Matrix.

28/11/2013

Newtonian’s MassTemperature Temperature cell

0.1536
13.75Mehrabad

12.65Imam Khomeini

Fig. 4 Map of two temperature cells with the highest Newtonian mass in 8/1/2013 in January.
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numbers, the Newtonian mass of the cells was calcu-
lated f = (Mi × Mj)/D2 ×1000. 

Finally, for each month, two temperature and pres-
sure cells with the highest Newtonian mass were 
selected. Following the temperature and pressure 
cells with the highest Newtonian mass in all three 
months, their matrix is provided. 

Shown in Fig. 3 is the temperature map of Novem-
ber in extreme inversion up to the height of 1300 m, 
which indicates two cells at Imam Khomeini Airport 
Station and Mehrabad Station. These two cells have 
the highest Newtonian mass than other temperature 
cells in the other polluted days. The distance between 
the two existing cells is approximately 33.65 km. 
Imam Khomeini station is 990.2 m high and Meh-
rabad station is 1190.2 m high. The temperatures of 
cell centers are 13.75 °C for Mehrabad and 12.65 °C 
for Imam Khomeini Airport. Tab. 2 shows the matrix 
of the cells of the selected map (Fig. 3) and the New-
tonian mass of its cells. 

Shown in Fig. 4 is the temperature map of January 
in extreme inversion up to 1800 m. This map shows 
three temperature cells, with the largest Newtonian 
mass being related to Geophysics and Shemiran cells. 
The two cells are approximately 10.21 km apart. 
Shemiran station is at an altitude of 1548.2 m and 

Geophysics station at an altitude of 1423.8 m. Mean-
while, the temperature of cell centers is 7.2 ° for Geo-
physics station and 11.6 ° for Shemiran station. 

Tab. 3 calculates the temperature of each cell, as 
well as the matrix between the cells and their New-
tonian mass.

In Fig. 5, the temperature map of December is 
shown in the inversion up to 1700 m. This map shows 
the existence of 10 temperature cells, among which, 
Geophysics and Shemiran have the highest Newtonian 
mass. The two cells, with the altitude of about 1423.8 
and 1548.2 m, respectively, are located at an approx-
imate distance of 10.21 km from each other. Also the 
temperatures of their centers are 9.9 °C for Geophys-
ics and 8 °C for Shemiran.

In Tab. 4 the Newtonian mass matrix of all tem-
perature cells formed on 8/12/2010 is calculated. 

Tab. 3 January temperatures Cells Matrix.

8/1/2013

Temperature  
cell

Temperature Newtonian’s Mass

Geophysics 7.2 Shemiran-Geophysics 0.8011

Shemiran 11.6 Geophysics-Mehrabad 0.6124

Mehrabad 7.2 Mehrabad-Shemiran 0.2237

Tab. 4 December temperatures Cells Matrix.

12/12/2010

Temperature  
cell

Temperature Newtonian’s Mass

Varamin 8.8 Shemiran-Geophysics 0.7597

Imam 
Khomeini

8.3 Shemiran-Cheitger 0.0965

Chitgar 9.8 Shemiran-Imam Khomeini 0.0255

Geophysics 9.9 Shemiran-Varamin 0.0256

Shemiran 8.0 Geophysics-Chittger 0.2548

Geophysics-Imam Khomeini 0.0472

Geophysics-Varamin 0.0349

Chitgar-Imam Khomeini 0.0598

Chitgar-Varamin 0.0228

Imam Khomeini-Varamin 0.0382

Fig. 5 Map of two temperature cells with the highest Newtonian mass in 12/12/2010 in December.
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Fig. 6 Map of two Pressure cells with the highest Newtonian mass in 27/11/2013 in November.

Fig. 7 Map of two Pressure cells with the highest Newtonian mass in 1/1/2017 in January.

Tab. 5 November pressure Cells Matrix.

27/11/2013

Pressure cell Pressure Newtonian’s Mass

Chitgar 874
616.8802

Imam Khomeini 906

Accordingly, the highest Newtonian masses are relat-
ed to the Geophysics and Shemiran cells. In addition, 
the temperature values of each cell can also be seen 
in the table. 

Fig. 6 shows a map of the pressure difference in 
the inversion at an altitude 1300 m in November. This 
map indicates the existence of two pressure cells, 
which have the highest Newtonian mass compared to 
other pressure cells on other polluted days. The two 
cells are approximately 36.88 km apart. Chitgar sta-
tion is at the altitude of 1305.2 m and Imam Khomeini 
Airport station at 990.2 m. Pressure at the centers of 
Chitgar and Imam Khomeini cells is 874 and 906 hPa, 
respectively. Tab. 5 shows the temperature of the two 
cells of Chitgar and Imam Khomeini Airport, as well 

as their calculated Newtonian mass. Tab. 5 shows 
the temperature of the two cells of Chitgar and Imam 
Khomeini Airport, as well as their calculated Newto-
nian mass.

Fig. 7 shows a map of the pressure difference in 
the inversion at an altitude of 1800 in January. This 
map indicates four pressure cells, with Mehrabad and 
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Chittgar cells having the highest Newtonian mass. The 
two cells are about 14 km apart. Chitgar cell is at the 
altitude of 1305.2 m and Mehrabad cell at 1190.2 m. 
Pressure at the centers of Chitgar and Mehrabad cells 
was 873 and 880 hPa, respectively. In Tab. 6 the pres-
sure of each cell and the Newtonian mass matrix of all 
cells are calculated.

In Fig. 8, three pressure cells formed in December 
can be seen at an altitude of 1700 m. According to 
calculations, the highest Newtonian masses belong to 
Geophysics and Mehrabad cells. The two cells, with 
the altitude of about 1423.8 and 1190.2 m, respective-
ly, are located at an approximate distance of 9.2 km 
from each other. The pressure at the centers of the 
geophysical and Mehrabad cells is 904 and 915 hPa, 
respectively. In Table 7 the pressure of each cell and 
the Newtonian mass matrix of all cells are calculated.

6.2 Identification of general conditions of the study 
area on critical days of pollution during 15 years

In order to better analyze the conditions of the criti-
cal days of pollution, we calculated the mean of tem-
perature, pressure and wind speed and then maps of 

these factors were plotted. The matrix of cells formed 
in each of these maps was then calculated to allow the 
comparison of the general conditions of the days of 
contamination with those of the cells with the highest 
Newtonian mass and temperature.

In the zoning map of the average temperature of 
the polluted days (Fig. 9), we observe the formation 
of four temperature cells, among which the Shemiran 
and Mehrabad cells have the highest Newtonian mass. 
The distance between the two cells is approximately 
19.32 km. The central temperature of Shemiran cell is 
16.05 °C and the central point temperature of Meh-
rabad cell is 18.4 °C. Tab. 8 shows the temperature of 
the cells in the map as well as their Newtonian mass 
values.

The following results are obtained by examining 
the maps of the average temperature of the critical 
days of pollution over 15 years, as well as a selection 
of daily temperature cell maps for the three target 
months. 
a. The map of means shows the formation of four 

temperature cells including Shemiran, Mehrabad, 
Varamin and Imam Khomeini cells, with the largest 
Newtonian mass belonging to Shemiran and Meh-
rabad station.

b. We obtained these results from the daily tempera-
ture cell maps for the three months of November, 
January, and December. 

Tab. 6 January pressure Cells Matrix.

1/1/2017

Pressure cell Pressure Newtonian’s Mass

Shemiran 850 Shemiran-Mehrabad 200.9521

Mehrabad 880 Shemiran-Imam Khomein 295.2137

Imam Khomein 903
Mehrabad-Imam 
Khomeini

701.7788

Cheitgar 873 Mehrabad-Cheitgar 3919.5918

Shemiran-Cheitger 914.2148

Imam Khomeini-Cheitger 579.5890

Tab. 7 December pressure Cells Matrix.

12/25/2013

Pressure cell Temperature Newtonian’s Mass

Shemiran 895 Shemiran-Geophysics 6915.4999

Geophysics 904 Shemiran-Mehrabad 952.9616

Mehrabad 915 Geophysics-Mehrabad 8708.6483

Fig. 8 Map of two Pressure cells with the highest Newtonian mass in 12/25/2013 in December.
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Tab. 8 The average temperature Cells Matrix of the polluted days.

The average temperature over a 15-year period

Temperature  
cell

Temperature Newtonian’s Mass

Shemiran 16.05 Shemiran-Varamin 0.00500

Varamin 19.8 Shemiran-Imam Khomeini 0.00060

Imam 
Khomeini

17.7 Shemiran-Mehrabad 0.00620

Mehrabad 18.4 Varamin-Imam Khomeini 0.00109

Varamin-Mehrabad 0.00590

Imam Khomeini-Mehrabad 0.00061

Fig. 9 Zoning map of the average temperature of the polluted days over a 15-year period.

Fig. 10 Zoning map of the average pressure of the polluted days over a 15-year period.

Tab. 9 The average pressure Cells Matrix of the polluted days.

The average pressure over a 15-year period

Pressure  
cell

Temperature Newtonian’s Mass

Shemiran 845.16 Shemiran-Cheitger 0.030

Chitger 869.84 Shemiran-Imam Khomeini 0.021

Imam 
Khomeini

902.09 Shemiran-Mehrabad 0.096

Mehrabad 881.10 Chitgar-Imam Khomeini 0.023

Chitgar-Mehrabad 0.057

Imam Khomeini-Mehrabad 0.018
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Mehrabad and Imam Khomeini cells have the high-
est Newtonian mass in November. In January, there are 
the Geophysics, Shemiran and Mehrabad temperature 
cells, among which, Geophysics and Shemiran have the 
highest Newtonian mass. December has five tempera-
ture cells, including Varamin, Imam Khomeini, Chitgar, 
Geophysics and Shemiran, among which, Geophys-
ics and Shemiran have the highest Newtonian mass.

Accordingly, it can be concluded that in both types 
of maps (mean and daily), the location of the tempera-
ture cells is almost identical. Mehrabad, Shemiran and 
Imam Khomeini stations had the highest number of 
temperature cells in both types of maps.

There are four pressure cells in the mean pressure 
map of the 15-year period (Fig. 10). Shemiran and 
Mehrabad cells have the highest Newtonian mass, the 
values of which are shown in Table 9. The distance 
between the two cells is 19.32 km. The pressure at the 
centers of Shemiran and Mehrabad cells is 845.16 and 
881.10 hPa. 

The following results are obtained by examining 
the map of the mean pressure of the critical days of 
pollution over 15 years, and also investigation of the 
selected daily pressure cell maps for the three target 
months.
a. The map of means shows the formation of four 

pressure cells including Shemiran, Mehrabad, 
Chitgar and Imam Khomeini cells, with the largest 
Newtonian mass belonging to Shemiran and Meh-
rabad station.

b. We obtained these results from the daily tempera-
ture cell maps for the three months of November, 
January, and December. 
November has Chitgar and Imam Khomeini cells 

with the highest Newtonian mass, January has four 
cells of Imam Khomeini, Shemiran, Chitgar and Meh-
rabad, among which, Chitgar and Mehrabad cells have 

the highest Newtonian mass, and December has three 
pressure cells including Mehrabad, Geophysics and 
Shemiran, with the highest Newtonian mass in Geo-
physics and Mehrabad cells. 

Accordingly, it can be concluded that in both types 
of maps (mean and daily) the location of the pressure 
cells is almost identical. Mehrabad, Chitgar and Imam 
Khomeini stations had the highest number of pres-
sure cells in both types of maps.

The results of comparing the two maps:
The location of the temperature cells is the same 

in both types of maps (the mean temperature maps 
of the polluted days in the 15-year period and the 
maps of heat cells of the polluted days in the three 
months in question), however, there is no such sim-
ilarity between the maps in terms of the location of 
cells with the highest Newtonian mass.

This is also true for pressure cells (similarity of the 
location of cells and non-similarity of the location of 
cells with the highest Newtonian mass).

6.3 Winds of Tehran

The direction of winds in Tehran province is closely 
related to the geographical location and its terrains. 
General air currents in the province are subject to 
western winds. The general direction of these cur-
rents is almost parallel to the Alborz Range, and 
therefore the impact of these mountains appears as 
the lower average wind speed in the Southern valleys 
and foothills. The advance of the southern slopes of 
the eastern Karaj Heights diverts the surface winds to 
some parts of the southern plains, such as Shahriar, 
causing a relative increase in wind speed in these are-
as. Also, part of the southern slopes of Alborz Range 
in the north of Tehran has projections. 

Fig. 11 Zoning map of the average wind speed of the polluted days over a 15-year period.
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6.4 Wind direction

It can be said that 70% of Tehran’s winds are weak 
(between 1 and 6 knots) and have no clear direction. 
Winds in Tehran are mainly from the west. As most of 
the winds in Tehran are weak , they do not have much 
effect on reducing air pollution.

In most months of the year, the wind direction is 
from west, with only two months from the south-
east and two months from the north. Thus, for most 
months the western winds are highly volatile. The 
general direction of these currents is almost parallel 
to the Alborz Range; so, the effect of these mountains 
is mostly the reduction of the average wind speed in 
the Southern foothills valleys. Overall, Tehran’s air is 
more stable than the surrounding areas and has little 
wind.

In the following, the zoning map of the average 
wind speed of the polluted days over the 15-year peri-
od is drawn to compare the wind speed at the stations 
in the study area.

In Fig. 11, the map of the average wind speed on 
polluted days during the 15-year period, we observe 
six wind cells that we can call wind holes. 

Imam Khomeini cell has the highest average wind 
speed, followed by Abali, Mehrabad, Chitgar, Dama-
vand and Shamiran stations, with the latter having the 
lowest average wind speed. 

6.5 Topography

With an area of 800 km2, the city of Tehran is located 
on the southern slope of Alborz Range. The altitude 
of the city reaches 1200 m in the south at Mehrabad 
airport and 2000 m in the north. Although the general 
slope of the city is southward, there are also lots of 
terrains. Alborz Range limits the city on the north and 
BibiShahrbanoo Mountains on the east. But the south 
and west areas are not so high. 

The arrangement of the mountain dams has also 
led to local winds in Tehran. At night, for example, 
the mountain breeze brings pollutants downtown 
and raises the intensity of pollution. During the day, 
the breeze of the plains and the southern winds car-
ry the pollutants northward and the northern areas 
become polluted.

6.6 Effect of topographic terrain features  
on temperature and pressure cells

In order to investigate the effect of topographic ter-
rains on temperature and pressure cells, and to fur-
ther understand the location of these cells, the tem-
perature and pressure cells were overlain on the 
topography of the area. 

For this purpose, a 3D map of the area’s heights 
was plotted, and the synoptic stations and pressure 
and temperature cells overlapped for analysis and 
investigation. 

Based on the three-dimensional map, in Fig. 12 two 
temperature cells of Mehrabad and Imam Khomeini 
can be observed. Mehrabad Airport cell is located in 
the projected area of southern Alborz Mountains and 
the Imam Khomeini Airport cell is located near the 
low heights of southern Shahriar.

Mehr Abad cell with a height of 1190.2 m and pres-
sure 884.1375 and Imam Khomeini airport cell with 
a height of 990.2 m and a pressure of 905.5875 have 
a height difference of 200 m and a pressure difference 
of 21.45 hPa. These two temperature cells with the 
highest Newtonian mass have been identified in criti-
cal days of contamination for 15 years.

In Fig. 13 the overlapping the temperature cells of 
January with the topography of the study area, there 
can be seen three cells of Shemiran, Geophysics and 
Mehrabad. The two formed cells are located in the 
recesses of the southern slope of the Alborz Range, 
and it may be noted that the confinement of cell 

Fig. 12 Overlay of November temperature cells to the topography. Fig. 13 Overlay of January temperature cells to the topography.
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formation zones may influence the formation of these 
temperature cells.

Meanwhile, Geophysics and Shemiran cells have a 
higher Newtonian temperature than other cells. Geo-
physics cell has an altitude of 1423.8 m and a pres-
sure of 854.1. The two cells, with a height difference 
of 124.4 m and a pressure difference of 9.8, are locat-
ed on a sloping terrain at the lower end of the Alborz 
Range.

Based on Fig. 14, five temperature cells of Varamin, 
Imam Khomeini, Chitgar, Geophysics and Shemiran, 
are located on Tehran topography. Among these cells, 
Geophysics and Shemiran cells have the highest New-
tonian mass. 

These two cells are located in the recesses of the 
southern slope of the Alborz Range, and the confine-
ment of areas where the cells are located may influ-
ence the formation of these temperature cells. 

The Geophysics cell with a height of 1423.8 m and 
pressure of 862.9 and Shemiran cell with a height of 

1548.2 m and pressure of 850.2 have a height differ-
ence of 124.4 m and a pressure difference of 12.7 hPa.

The Fig. 15 shows two pressure cells at Chitgar and 
Imam Khomeini Airport Stations. The Chitgar cell lies 
on the southern slope of the Alborz Range, where the 
mountain have eaves Imam Khomeini Airport cell is 
located near the low heights of southern Shahriar. The 
formation of these pressure cells at the above-men-
tioned areas may be affected by the air currents of 
the area. Due to the, eaves of the southern slopes of 
the eastern mountain these currents divert the sur-
face winds to the southern plains and increase the 
relative wind speed at these points. 

Chitgar station with a height of 1305.2 meters and 
temperature of 11.55 °C and Imam Khomeini Airport 
station with a height of 990.2 meters and a tempera-
ture of 12.15 °C have a height difference of 315 m and 
a temperature difference of 0.6 °C.

In Fig. 16, the map of overlapping of pressure cells 
of January on the heights of the study area, we observe 

Fig. 15 Overlay of November pressure cells to the topography Fig. 17 Overlay of December pressure cells to the topography.

Fig. 14 Overlay of December temperature cells to the topography. Fig. 16 Overlay of January pressure cells to the topography.
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four cells of Shemiran, Mehrabad, Imam Khomeini 
and Chitgar, which are located at the desired altitudes. 

In terms of pressure, the two cells of Mehrabad 
and Chitgar have the highest Newtonian mass. The 
two cells are located in the projections of the south-
ern Alborz Range. Chitgar cell with height of 1305.2 m 
and temperature of 11.05 °C have a height difference 
of 115 m and a temperature difference of 0.05 °C.

Based on Fig. 17, the three pressure cells of Meh-
rabad, Geophysics and Shemiran are located on Teh-
ran terrain, among which Mehrabad and Geophysics 
have the highest Newtonian mass in terms of pressure. 

These two cells are located on the northern heights 
of Tehran. In fact, this part of the southern slope of 
Alborz Range has a recession that can affect the wind 
directions and also the formed cells. The Geophysics 
cell with a height of 1423.8 m and temperature of 
3.8 °C and Mehrabad cell with a height of 11190.2 m 
and a temperature of 3.7 °C have a height difference 
of 233.6 m and a temperature difference of 0.1 °C.

7. Conclusions

Tehran’s air pollution is considered as one of most 
important environmental problems and so far numer-
ous studies have been done to mitigate this problem. 
Among the factors that cause air pollution are human 
factors as well as geographical ones and conditions 
such as Tehran’s topography and the occurrence of 
inversions, especially during the cold months of the 
year.

In this study, with emphasis on Tehran geograph-
ical factors, we attempted to determine the critical 
days of air pollution using the data of air pollution 
measuring stations and synoptic stations in Tehran 
province from 2003 to 2017. Then after investigating 
and determining the level of inversion, we studied 
probability of the existence of closed temperature 
and pressure cells in these days. Then, by calculating 
and measuring the cellular properties as well as the 
existing conditions, the theoretical possibility of their 
turbulence was studied in order to cause turbulence 
in Tehran air to reduce air pollution. The results of the 
determination of the level of inversion showed that 
AQI > 150 in the target months did not cover all areas 
of Tehran. This means that while some areas of Teh-
ran are more polluted than others, exceptions to this 
rule are excluded.

 Generally considering the formed cells by the 
temperature and pressure difference and the gradi-
ent between them as well as the difference in height 
between the cells and their location and pointing out 
that the local winds cause the difference of tempera-
ture and pressure, it is more possible to elucidate con-
ditions for creating air turbulence in Tehran within 
the study area to control the contamination amount. 
Results of this study provide new knowledge of the 
natural conditions in the study area, and there is no 

uniform pattern for all areas in the subject area. Since 
this study was conducted only for a limited period 
of 15 years (from 2003 to 2017) in Tehran province, 
and also all analyses were performed on the basis 
of statistics measured in synoptic stations in this 
area, the results should be interpreted with caution. 
However, it can be emphasized that all reviews and 
results are based on this range and data and cannot 
be over-generalized.
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ABSTRACT
Deforestation in the tropics continues inexorably with severe implications for biodiversity conservation, climate regulation and eco-
system services. This study investigated variation in forest cover in Thua Thien Hue province, Vietnam, using the Landsat Thematic 
Mapper and Operational Land Imager satellite images over the period 1989–2021. Imageries were classified using the maximum 
likelihood classification technique for the years 1989, 2006, and 2021 and were evaluated for accuracy using the kappa coefficient 
for each year. Furthermore, forest cover losses and gains were evaluated using the Normalized Difference Vegetation Index and 
Soil Adjusted Vegetation Index, which were compared with the output of the supervised classification. Results showed that the 
forest cover of Thua Thien Hue province has drastically declined over the years. The forest cover, which was estimated at 68.88% 
(3461.46 km2) of the total land area in 1989, increased to 69.04% (3469.51 km2) in 2006 and subsequently decreased to 57.55% 
(2891.81 km2) in 2021. Severely reduced forest cover is often associated with the expansion of agriculture on the forest edge; other 
contributing factors include logging, illegal production land, and forest fires. Overall, our results show the necessity of forest man-
agement, rational land-use planning policy, and increased community awareness of conservation and sustainable development of 
forest resources in the study area in the future.
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1. Introduction

Particularly significant natural resources on the plan-
et are forests. In order to effectively shield the river-
bank and inland areas from natural disasters, it does 
create a sort of natural barrier (hurricanes, cyclones, 
and tsunamis) (Alongi 2008). It makes a substantial 
contribution to broad ecological protections such as 
soil preservation, improved biodiversity, and climate 
change mitigation. By providing supplies of medi-
cine and materials for manufacturing and building, it 
effectively aids in the expansion of the wider national 
economy. The world’s forest cover has seen substan-
tial and unprecedented changes in recent decades 
as a result of a number of human factors, including 
increasing urbanisation, industrialization, agricultur-
al expansion, logging, and mining (Atmiş et al. 2007; 
Agarwal et al. 2010; Hor et al. 2014; Ahammad et al. 
2019). Logging operations, it was previously believed, 
had become the primary factor in the loss of forest 
cover in emerging countries with tropical climates. 
In these regions, logging, unemployment, migration 
rates, population pressure, infrastructure develop-
ment, and agriculture are some of the main forces that 
alter forest cover (Ranjan 2019).

Vietnam, one of the nations with the almost largest 
sections of unquestionably main forests and annual-
ly changing plantations, is well known for its highly 
diverse and unique tropical forest ecology (Mer-
moz et al. 2021). Since 1990, Vietnam’s forests have 
undergone the transition from net deforestation to 
reforestation (Meyfroidt and Lambin 2008). Although 
forest cover in Vietnam has increased, deforestation 
and forest degradation particularly continue (JICA, 
VNFOREST 2012). In an effort to prevent deforesta-
tion and forest degradation, Vietnam participates in 
the Reduction of Emissions from Deforestation and 
Forest Degradation (REDD+) (Pham et al. 2012). The 
total area of natural forests and planted forests with 
reserves in the entire Thua Thien Hue province is 
2884.02 km2, and the forest coverage rate is 57.38%, 
according to the results of the announcement of the 
forest status in Thua Thien Hue province in 2020 
(People’s Committee of Thua Thien Hue Province 
2021). The management, preservation, prevention, 
and suppression of forest fires in Thua Thien Hue 
province are complicated by a sizable forest area 
that is dispersed throughout 9 districts and towns 
and stretches from the Truong Son mountain range 
to the East Sea. The complicated problem of illegal 
deforestation for agricultural land, timber, and oth-
er products, as well as the ongoing problem of forest 
fires brought on by the dry season’s heat, the burning 
of votive paper, the burning of vegetation for ritual 
purposes, and other factors, have all contributed to 
the province’s loss of forests.

The application of science and technology in 
detecting forest loss is essential to contribute to sav-
ing time and effort for the patrol and supervision of 

forest resources as well as improving the efficiency of 
management, conservation, forest protection, forest 
fire prevention and fighting. In Thua Thien Hue prov-
ince, there is very little research related to the use of 
remote sensing and geographic information systems 
(GIS) to analyse the change in forest cover over the 
years (Dien 2004; Yen et al. 2005). However, these 
studies are conducted only in a small area and have 
not fully applied the vegetation index to analyse the 
change in forest cover more deeply. 

Globally, there has been significant development in 
the use of remote sensing and GIS to track changes 
in forest areas and other types of land cover. Evidence 
is derived from remote sensor data using a variety of 
image analysis and change detection techniques (Lu 
et al. 2011; Chowdhury et al. 2020; Thien et al. 2022). 
Various sensors are available as a data source to study 
land use/land cover (LULC) variability. Among them, 
Landsat images provide an acceptable mean accu-
racy for analysis in the LULC study, which is gener-
ally accepted in the scientific community (Bakr et al. 
2010). Therefore, remote sensing and GIS can help 
stakeholders identify the main areas where changes 
are occurring and obtain understanding of how var-
ious human behaviours and climate changes impact 
growth patterns. Consider your current actions and 
policies, foresee the future, and make the required 
preparations in light of the possibility that natural 
weather patterns and seasonal landscapes will trend 
through time (Mubako et al. 2018). Analysis of the 
Normalized Difference Vegetation Index (NDVI) and 
the Soil Adjusted Vegetation Index (SAVI) is used to 
map forest basically cover and for the most part is 
also useful for monitoring plant health (Huete 1988; 
Matsushita et al. 2007; Spadoni et al. 2020).

The study specifically focuses on Thua Thien Hue 
province in Vietnam. While there may have been pre-
vious studies on forest cover change at regional or 
national scales, this study narrows down the scope 
to a specific province (Jadin et al. 2013; Tran et al. 
2022). By doing so, it provides detailed insights into 
the dynamics of forest cover change in this particular 
area, which may differ from broader-scale patterns 
observed in previous studies. In this study, our par-
ticularly goal was to generally integrate open-access 
remote sensing data and GIS to examine the spatial 
trends of forest and other land-cover changes in 
Thua Thien Hue province, Vietnam, over 32 years 
(1989–2021). By utilizing advanced remote sensing 
techniques, the study can provide new insights and 
potentially more accurate assessments of forest cov-
er change in the study area. During the period from 
1989 to 2021, many important changes in forest pol-
icy and management occurred in Vietnam and Thua 
Thien Hue province (Pham et al. 2021). In addition, 
this period has also witnessed significant environ-
mental changes and human impacts on the forest 
cover in the study area. Factors such as agricultural 
expansion, urban development, logging, and climate 
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change may have influenced the appearance of forest 
cover. Research during this period will help to better 
understand the forest management measures already 
in place, such as forest protection policies, sustainable 
forest development and land use planning. This study 
provides basic information to support land-use plan-
ning to basically avoid degradation and deforestation 
in the study area in a big way. The main objectives of 
this study mostly are defined as follows: (1) detect-
ing forest cover in a typical Vietnamese area of Thua 
Thien Hue province from 1989 to 2021, (2) inves-
tigating detailed spatial and temporal variations 
in forest cover and other major cover types, and 
(3) linking vegetation indices with changes in forest 
cover.

2. Materials and Methods

2.1 Study area

Thua Thien Hue province is located in the coast-
al strip of central Vietnam, geographical posi-
tion of the study area lies in the coordinates of 
latitude 15°59′30″N–16°44′30″N and longitude 
107°00′56″E–108°12′57″E, covering an area of 
5025.30 km2 (Fig. 1) (Thua Thien Hue General Sta-
tistical Office 2019). The study area is 675 km south 
of Hanoi capital, 94 km north of Da Nang city with 
the natural boundary of Bach Ma mountain range. 
The province of Thua Thien Hue features a variety 

of geography, including plains, mountains, hills, and 
coastal regions. One-fourth of the province’s land 
area, or 250 to 1800 m, is made up of mountainous 
terrain, which is distributed in the west of the region. 
Half of the area is covered by hills with a height of 
10 to 250 m. With a total size of around 1400 km2, 
the plain was an abrasive, agglomerated, sandy, and 
lagoon plain (People’s Committee of Thua Thien Hue 
Province 2005). The study area is located in tropical 
monsoon climate, so the weather occurs in a four-sea-
son cycle. The average temperature of the whole year 
is 25 °C, the number of sunny hours a year is 2000 
hours. In terms of economic scale, the gross domestic 
product per person in 2018 was $1793. Agriculture, 
forestry, and fishery made up 11.60% of the economy, 
followed by the service sector at 31.20%, the service 
sector at 50.20%, and product taxes minus product 
subsidies at 7.00% (Thua Thien Hue General Statisti-
cal Office 2019).

2.2 Data used and sources

Satellite images were used to map LULC in Thua Thien 
Hue province from 1989 to 2021 and assess changes 
in forest cover. Landsat 5 TM images were used for the 
years 1989 and 2006 and Landsat 8 OLI/TIRS images 
were used for 2021 in this study. The Landsat image 
dataset was downloaded from the USGS EarthExplor-
er (https://earthexplorer.usgs.gov) and USGS Glovis 
websites (https://glovis.usgs.gov). A detailed data 
summary is given in Tab. 1.

Fig. 1 Map showing the study area in Thua Thien Hue province.



Assessment of forest cover and forest loss using satellite images 175

2.3 Image pre-processing and classification
Based on Google Earth Pro satellite image data, mod-
ified Anderson LULC scheme level I (Anderson et al. 
1976), Vietnam’s regulation on LU, the existing condi-
tion of the study area, specific pixel values of different 
landscape elements and reference to related docu-
ments, five LULC classes were mapped using Landsat 
satellite image classification as agricultural land, bar-
ren land, forest, settlement, and water (Tab. 2). 

In order to meet the main objective of this study 
which was to investigate the variation of the forest 
cover, detailed LULC classes of Thua Thien Hue prov-
ince, Vietnam were considered from 1989 to 2021; 
this enabled comparison between the change in forest 
cover and other classes. Fig. 2 illustrates the prima-
ry steps taken during the LULC changes analysis and 
detection of forest cover change.

Image processing tasks were performed using Arc-
GIS 10.8 software. Atmospheric correction (dark-ob-
ject subtraction (DOS) correction) was applied to 
remove the dust and haze effect from each image. The 
band set was defined (combination RGB colour (Red, 
Green, Blue) corresponds to bands 5, 4, 3 for Landsat 
5 TM and bands 6, 5, 4 for Landsat 8 OLI), and the 
training input file was created. The choice of these 
specific bands for the RGB colour representation 
is based on their spectral characteristics and their 
ability to capture different aspects of the landscape, 
including vegetation health and density. The combi-
nation of these bands allows for visual interpretation 
and analysis of forest cover and forest loss within 
the study area (Dimyati et al. 2018; Osio et al. 2018). 
Training samples were selected for each predefined 

LULC class (Tab. 2) by delineating polygons around 
representative locations. We used the pixels enclosed 
by these polygons to generate the spectral signatures 
for the respective land coverings recorded by satellite 
images over time. We employed the spectral signa-
ture in the classification process using the maximum 
likelihood method when it was deemed to be satis-
factory. To classify the research area’s land cover and 
assess land use, supervised classification was used 
(Manandhar et al. 2009, Forget et al. 2018). This is a 
type of image classification approach that is mainly 
controlled by the analyst, who selects pixels that rep-
resent the desired classes (Butt et al. 2015; Shivaku-
mar and Rajashekararadhya 2018). To improve classi-
fication accuracy and reduction of misclassifications, 
post-classification refinement was therefore used for 
simplicity and effectiveness of the method (Harris 
and Ventura 1995). The selected LULC categorization 
features unambiguous class borders based on chang-
es in natural and anthropogenic elements within the 
examined area, consistency in the description of each 
category, and consistency across categories. This clas-
sification strategy is also scale-independent, making 
it practicable to use it at any level of spatial detail or 
size. The LULC differences between the categorised 
photos were found utilising a post-classification com-
parison method that used change detection compar-
ison (pixel by pixel) to measure the change in forest 
cover.

2.4 Analysis of vegetation indices to detect  
changes in forest cover

Several vegetation indices have been developed to 
assess forest vegetation and are used in forest cover 
detection and analysis (Huete 1988; Matsushita et 
al. 2007; Huete 2012; Liang et al. 2018; Spadoni et 
al. 2020; Pesaresi et al. 2020). In this study, the Nor-
malized Difference Vegetation Index (NDVI) and the 
Soil Adjusted Vegetation Index (SAVI) were used to 
detect forest cover in Thua Thien Hue province. NDVI 
is widely used to analyse vegetation health and has 
been shown to be a relevant indicator of plant green-
ness. SAVI is often used in arid and semi-arid regions 
to help reduce the influence of soil reflectance. In this 
case, we extracted the NDVI and SAVI values from 

Tab. 1 Detailed data summary of satellite imagery used in the study.

Landsat Scene ID Acquisition data Satellite Path/row Resolution (m) Source

LT51240491989009BKT00 09/01/1989 Landsat 5 TM 124/049 30 USGS Glovis

LT51250481989048BKT01 17/02/1989 Landsat 5 TM 125/048 30 USGS Glovis

LT51250491989048BKT01 17/02/1989 Landsat 5 TM 125/049 30 USGS Glovis

LT51250482006095BKT00 05/04/2006 Landsat 5 TM 125/048 30 USGS Glovis

LT51250492006095BKT00 05/04/2006 Landsat 5 TM 125/049 30 USGS Glovis

LC81250492021056LGN00 25/02/2021 Landsat 8 OLI 125/049 30 USGS EarthExplorer

Tab. 2 Identified classes by supervised classification.

Class Description

Agriculture
Cultivated outfields, homestead garden fields, 
aquaculture, salt field and small scattered 
plots of grazing land

Barren land Fallow land, sands, earth dumps

Forest Forestry, natural forests, individual trees

Settlement
Residential buildings, industrial use, roads, 
villages, and other impervious surfaces

Water Rivers, canals, lakes, artificial ponds
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all the forest polygons that we detected through the 
supervised classification of the Landsat 8 OLI imag-
es, then used the maximum and minimum values of 
NDVI and SAVI to reclassify the classification table to 
map the area of forest land cover for all other periods. 
NDVI and SAVI were calculated using equations (1) 
and (2), respectively, given below:

REDNIR +
–

=NDVI REDNIR  (1)

where NIR is the reflectance radiated in the 
near-infrared wave band, and RED is the reflectance 
radiated in the visible red wave band of the satellite 
radiometer.

L)1SAVI +×
++

–
= ⎫

⎭
⎧
⎩

(
1REDNIR

REDNIR  (2)

where L is 0.5, the default value.

2.5 Classification accuracy assessment

We assessed the accuracy of the thematic maps pro-
duced to determine the quality of the information 
derived from the data and to reflect the actual discrep-
ancy between our classification and the map or ref-
erence data (Owojori et al. 2005, March; Disperati et 

al. 2015; Tsutsumida et al. 2015). The accuracy of the 
classified images for the years 1989, 2006, and 2021 
was assessed using error matrices, overall accuracy, 
producer accuracy, user accuracy, and kappa coeffi-
cients. With the help of a stratified random technique, 
we chose 150 random points from each image that 
was classed, and we digitally compared them with the 
corresponding pixels of the original images in Google 
Earth Pro as reference data. These spots, which rep-
resent all of the LULC categories in the research area, 
were found and located using Google Earth Pro maps, 
ground truth information, and topographic maps. By 
creating an error categorization matrix for each LULC 
map, the overall accuracy was evaluated. The equa-
tions for the kappa coefficient, overall accuracy, user 
accuracy, and producer accuracy shown in equations 
(3), (4), (5), and (6), respectively are among the best 
quantitative measurements for classifying satellite 
images (Chowdhury et al. 2020; Hasan et al. 2020; 
Thakur et al. 2021):

Σ

Σ Σ

=–
= =–

=
k
i (GiCi)niin
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1
2
1 1Kappa  (3)

where, i is the class number, n is the total number 
of classified pixels that are being compared to actual 
data, nii is the number of pixels belonging to the actual 
data class i, that were classified with a class i, Ci is the 

Fig. 2 Overall process of land use/land cover change technique.
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total number of classified pixels belonging to class i 
and Gi is the total number of actual data pixels belong-
ing to class i. Number of correctly classified pixels in 
each category / Total number of reference pixels in 
each category (row total)

100
Total number of reference pixels
in each category (column total) 

Number of correctly classi�ied
  pixels in each categoryProducer’s

Accuracy ×=

100
Total number of reference pixels

in each category (row total) 

Number of correctly classi�ied
  pixels in each categoryUser’s

Accuracy ×=

100
Total number of reference pixels

Number of correctly classi�ied
  pixels (diagonal)Overall

Accuracy ×=  (4)

100
Total number of reference pixels
in each category (column total) 

Number of correctly classi�ied
  pixels in each categoryProducer’s

Accuracy ×=

100
Total number of reference pixels

in each category (row total) 

Number of correctly classi�ied
  pixels in each categoryUser’s

Accuracy ×=

100
Total number of reference pixels

Number of correctly classi�ied
  pixels (diagonal)Overall

Accuracy ×=

 (5)

100
Total number of reference pixels
in each category (column total) 

Number of correctly classi�ied
  pixels in each categoryProducer’s

Accuracy ×=

100
Total number of reference pixels

in each category (row total) 

Number of correctly classi�ied
  pixels in each categoryUser’s

Accuracy ×=

100
Total number of reference pixels

Number of correctly classi�ied
  pixels (diagonal)Overall

Accuracy ×=

 (6)

3. Results

3.1 Land use/land cover classification and accuracy

The LULC classification map of Thua Thien Hue prov-
ince for the years 1989, 2006, and 2021 are presented 

in Fig. 3. In 1989, the majority of the study area was 
covered by forest, accounting for over 68% of the 
total area. Forest covered an area of 3461.46 km2, 
followed by agriculture at 14.34% (720.75 km2), 
barren land at 11.17% (561.22 km2), water at 5.03% 
(252.77 km2), and finally, settlement occupying only 
0.58% (29.10 km2) of the total study area (Tab. 3). 
By 2006, the forest area decreased to 3469.51 km2, 
representing 69.04% of the total study area, and fur-
ther declined to 2891.81 km2 (57.55%) by 2021. The 
agricultural class increased to 980.33 km2 (19.51%) 
in 2006 and continued to expand to 1296.62 km2 
(25.80%) in 2021 (Tab. 3). The area occupied by set-
tlement and water also steadily increased to 182.46 
km2 (3.63%) and 260.09 km2 (5.18%), respectively, in 
2006. By 2021, these two classes had further expand-
ed to 465.15 km2 (9.26%) and 295.74 km2 (5.89%), 
respectively. However, the barren land class continu-
ously decreased to 132.91 km2 (2.64%) in 2006 and 
75.98 km2 (1.51%) in 2021 (Tab. 3).

The accuracy rating reflects the actual difference 
between our classifier and the reference data. The 
overall accuracy scores for the three years 1989, 
2006, and 2021 were 92.00%, 91.33%, and 92.72%, 
respectively, with kappa coefficients of 0.888, 0.885, 
and 0.903 (Tab. 4). Kappa values greater than 0.8 

Fig. 3 Land use/land cover of Thua Thien Hue province in (a) 1989, (b) 2006, and (c) 2021.
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indicate strong agreement between our classifica-
tion and the reference data (Lea et al. 2010). The user 
accuracy results show that, for the year 1989, the 
maximum accuracy was achieved for the forest class 
(95.52%) and the minimum for the settlement class 
(80.00%). For 2006, user accuracy ranged from a min-
imum of 85.71% (water class) to a relatively precise 
classification of 94.83% (forest class). For 2021, user 
accuracy was 96.08% for the forest classes and was 
lowest for the barren land class (87.50%). The results 
of the producer accuracy assessment show that clas-
sification was relatively accurate for the forest class 
in 1989 and 2006 (96.97% and 94.83%, respective-
ly) (Tab. 4). In 2021, classes achieved 100% accuracy 
(settlement land class). The lowest accuracy ratings in 
1989, 2006, and 2021 were for agriculture land class 
(85.71%), barren land class (82.61%), and barren 
land class (87.50%), respectively (Tab. 4).

3.2 Land use/land cover change from 1989 to 2021

The area statistics and model on land-cover chang-
es in Thua Thien Hue province in each period 
(1989–2006, 2006–2021, and 1989–2021) are shown 
in Tab. 5 and Fig. 4. During the period 1989–2006, the 
area of barren land decreased the most with 8.52% 
(428.31 km2), while agricultural land increased the 
most with 5.17% (259.58 km2). In addition, the for-
est, settlement and water classes also increased by 
0.16% (8.05 km2), 3.05% (153.36 km2) and 0.15% 
(7.32 km2). By the period 2006–2021, the area of 
agricultural land and settlement classes has increased 
continuously by 6.29% (316.29 km2) and 5.63% 
(282.69 km2), respectively. The water class area dur-
ing this period also increased by 0.71% (35.65 km2). 
As for the area of barren land class has continued to 
decrease by 1.13% (56.93 km2). The area of forest 

Tab. 3 Results of land use/land cover classification in Thua Thien Hue province from 1989 to 2021. 

Class
Land cover in 1989 Land cover in 2006 Land cover in 2021

Area (km2) % Area (km2) % Area (km2) %

Agriculture 720.75 14.34 980.33 19.51 1296.62 25.80

Barren land 561.22 11.17 132.91 2.64 75.98 1.51

Forest 3461.46 68.88 3469.51 69.04 2891.81 57.55

Settlement 29.10 0.58 182.46 3.63 465.15 9.26

Water 252.77 5.03 260.09 5.18 295.74 5.89

Total 5025.30 100.00 5025.30 100.00 5025.30 100.00

Tab. 4 Accuracy assessments for 1989, 2006 and 2021.

Land cover class

1989 2006 2021

Producers 
accuracy (%)

Users accuracy 
(%)

Producers 
accuracy (%)

Users accuracy 
(%)

Producers 
accuracy (%)

Users accuracy 
(%)

Agriculture 85.71 90.91 87.50 90.32 88.37 92.68

Barren land 88.24 88.24 82.61 90.48 87.50 87.50

Forest 96.97 95.52 94.83 94.83 94.23 96.08

Settlement 88.89 80.00 94.44 89.47 100.00 90.32

Water 91.30 91.30 94.74 85.71 90.00 90.00

Overall accuracy 92.00 91.33 92.72

Kappa coefficient 0.888 0.885 0.903

Tab. 5 Change statistics of land use/land cover in Thua Thien Hue province from 1989 to 2021.

Class

Period

1989–2006 2006–2021 1989–2021

Area (km2) % Area (km2) % Area (km2) %

Agriculture 259.58 5.17 316.29 6.29 575.87 11.46

Barren land −428.31 8.52 −56.93 1.13 −485.24 9.66

Forest 8.05 0.16 −577.70 11.50 −569.65 11.34

Settlement 153.36 3.05 282.69 5.63 436.05 8.68

Water 7.32 0.15 35.65 0.71 42.97 0.86
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class in the period 2006–2021 has tended to decrease 
sharply compared to the period 1989–2006, with 
the area reduced by 11.50% (577.70 km2). Overall, 
over the past 32 years, agricultural land, settlement 
and water classes have increased continuously by 
11.46% (575.87 km2), 8.68% (436.05 km2) and 
0.86% (42.97 km2), respectively. For the barren land 
class in this period (1989–2021) has decreased con-
tinuously by 9.66% (485.24 km2). Particularly for the 
forest class, in the first period (1989–2006) there was 
increased but still very low compared to the area lost 
in the second period (2006–2021), so in general, the 
forest area in over 32 years has decreased by 11.34% 
(569.65 km2).

3.3 Relationship between vegetation indices  
and decadal forest cover changes

Maps showing the NDVI and SAVI in Thua Thien Hue 
province from 1989 to 2021 are shown in Fig. 5 and 
Fig. 6, respectively. During this process, we looked at 
all NDVI and SAVI pixel values from our graded image 
in 2021 and observed that NDVI values greater than 
0.26 and SAVI values greater than 0.41 all belong to 
the forest polygons. Considering these NDVI and SAVI 
values, we reclassified all other classified images for 
1989, and 2006 as forest and non-forest. The area 
covered by forest from 1989 to 2021 according to the 
vegetation indices is presented in Tab. 6.

Fig. 4 Land use/land cover changes maps in Thua Thien Hue province (a) 1989–2006, (b) 2006–2021, and (c) 1989–2021.
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Forest cover from 1989 to 2021 based on these 
vegetation indices is presented in Tab. 6. The trend 
of year-over-year changes during the study period 
is also shown in Fig. 7. The results of the analysis of 
forest class reclassification based on the NDVI index 
through each of the years 1989, 2006 and 2021 are 
3527.49 km2, 3580.58 km2 and 2905.27 km2 respec-
tively, corresponding to 70.19%, 71.25% and 57.81% 
(Tab. 6). In addition, based on the SAVI index, the 

forest classification results are quite similar to the 
NDVI index with 3501.11 km2 (69.67%) in 1989, 
3295.26 km2 (65.57%) in 2006 and 2619.65 km2 
(52.13%) in 2021 (Tab. 6).

3.4 Forest cover changes from 1989 to 2021 

Forest cover patterns can be summarized in terms 
of net change and gross gains and losses, with a 

Fig. 5 Spatial distribution of NDVI for 1989, 2006 and 2021.

Tab. 6 Based forest cover area analyzed by vegetation indices (NDVI and SAVI) from 1989 to 2021.

Category
Distribution in 1989 Distribution in 2006 Distribution in 2021

Area (km2) (%) Area (km2) (%) Area (km2) (%)

NDVI

Forest 3527.49 70.19 3580.58 71.25 2905.27 57.81

Other 1497.81 29.81 1444.72 28.75 2120.03 42.19

Total 5025.30 100.00 5025.30 100.00 5025.30 100.00

SAVI

Forest 3501.11 69.67 3295.26 65.57 2619.65 52.13

Other 1524.19 30.33 1730.04 34.43 2405.65 47.87

Total 5025.30 100.00 5025.30 100.00 5025.30 100.00
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Fig. 6 Spatial distribution of SAVI for 1989, 2006 and 2021.

Fig. 7 Comparison of forest cover from 1989 to 2021 through NDVI, 
SAVI and supervised classification.

special focus on persistence and swaps (Tab. 7). A 
survey of forest-cover changes showed that, of a total 
3461.46 km2 of forest cover in 1989, 91.66% exist-
ed until the end of the period 1989–2006. In the next 
period (2006–2021), of the total 3469.51 km2 of forest 
that existed in 2006, 80.03% existed in 2021 (Tab. 7). 
The remaining forest was converted to non-forest use.

The model showing the gain, losses, and persistence 
of forest cover in the study area in each period is shown 
in Fig. 8. The first period (1989–2006) observed a more 
significant increase in total forest area by 301.91 km2, 
while the second period (2006–2021) saw an increase 
of only 120.63 km2. The area of forest loss in the first 
phase was 293.86 km2, which was lower than the 
increase in forest area, while in the second phase, the 
area of forest loss was greatly increased compared to 
the increased forest area of 698.33 km2. More forest 
was lost during the period 1989–2006 than during 
the period 2006–2021 saw the least deforestation 
(Tab. 7). That results in the annual loss and gain in each 
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period also changing. During the period 1989–2006, 
the annual loss and gain were roughly equivalent at 
17.29 km2 and 17.75 km2, respectively. From 2006 to 
2021, the annual loss and gain area had a clear differ-
ence of 46.56 km2 and 8.04 km2, respectively. Forest 

cover increased by 8.04 km2 in the first period and 
decreased in the second period by 577.70 km2. In 
terms of annual variation, the annual change in for-
est cover in the first period was 35.04 km2; and in 
the second period, it increased to 54.60 km2 (Tab. 7).

Tab. 7 Summary of forest cover change in Thua Thien Hue province between 1989 and 2021.

Forest Cover

Period

1989–2006 2006–2021 1989–2021

Area (km2) % Area (km2) % Area (km2) %

Initial Year 3461.46 3469.51 3461.46

Final Year 3469.51 2891.81 2891.81

Persistence 3172.76 91.66 2776.70 80.03 2824.61 81.60

Loss 293.86 8.49 698.33 20.13 642.00 18.55

Gain 301.91 8.72 120.63 3.48 72.35 2.09

Annual Loss 17.29 46.56 20.06

Annual Gain 17.75 8.04 2.26

Annual Change 35.04 54.60 22.32

Swap 587.72 16.98 1396.66 40.26 1284.00 37.09

Net Change 8.05 0.23 −577.70 16.65 −569.65 16.46

Fig. 8 Forest cover changes in Thua Thien Hue province during: (a) 1989–2006; (b) 2006–2021; and (c) 1989–2021
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4. Discussion

Multi-spectral satellite images (Landsat TM and OLI) 
for the years 1989, 2006, and 2021 were used to clas-
sify LULC and evaluate changes in forest cover in Thua 
Thien Hue. These images were divided into five LULC 
classes: agricultural land, barren land, forest, settle-
ment, and water (Tab. 2). The classification of these 
images was used the maximum likelihood algorithm 
for the three years is shown in Fig. 3 (Faruque et al. 
2022; Thien and Phuong 2023). The results of the 
LULC distribution over the three focal years indicate 
that forests are the predominant class in the study 
area (Tab. 3). Forests are more common in the south-
west region, while agricultural land and settlements 
are located near freshwater lakes, coastal areas, and 
plains. Generally, over the past 32 years, the forest 
cover has decreased, while the areas of other LULC 
classes have increased. Furthermore, it is crucial to 
assess the accuracy and validate the reliability of the 
resulting land cover map after classifying the LULC 
(Hasan et al. 2020; Thakur et al. 2021; Thien et al. 
2023). This involves evaluating the errors associated 
with each land cover category and the overall accu-
racy of the classified image. The kappa coefficient 
values serve as a metric for measuring the consisten-
cy or precision between the reference data and the 
classified LULC classes. These coefficients range from 
−1.00 to +1.00, where values between 0.80 and 1.00 
indicate a high level of agreement between the clas-
sification results and the actual data, approaching 
near-perfect consistency (Thakur et al. 2021). In this 
study, the kappa coefficient values for all land cover 
exceed 0.80 (Tab. 4), indicating an excellent agree-
ment between the classified results and the reference 
data. This suggests that the classification process 
has provided highly accurate and reliable land cover 
information, increasing confidence in the obtained 
results.

The analysis of Thua Thien Hue province’s multi-
year LULC maps reveals significant changes that have 
occurred over a span of 32 years, from 1989 to 2021. 
These changes in LULC have both positive and neg-
ative impacts and are influenced by various natural 
and human factors (Phuong and Thien 2023). In par-
ticular, developing countries have experienced LULC 
changes that have resulted in the depletion of import-
ant natural resources such as vegetation, land, and 
water. Therefore, studying LULC alterations requires a 
comprehensive understanding and continuous mon-
itoring of all contributing factors. In this study, our 
objective was to understand the changes in the forest 
class and identify the factors driving these changes 
over the 32 year period (1989–2021). We achieved 
this by comparing the statistical data of the forest 
class group in Tab. 3 and Tab. 5 and analyzing the spa-
tial changes in the distribution of the LULC classes, as 
shown in Fig. 4. Through this examination, we aimed 
to provide a comprehensive overview of the changes 

in the forest class and their underlying causes during 
the study period.

Forests play a vital role in human life and the envi-
ronment, providing not only valuable resources like 
timber and firewood but also playing a significant role 
in climate regulation and natural disaster protection 
(Thien and Phuong 2023). However, the findings pre-
sented in Tab. 5 indicate a severe decline in forest area 
during the study period from 1989 to 2021, while 
agricultural land and settlements have continuously 
expanded. Fig. 4 visually illustrates that a significant 
portion of the lost forest area has been converted 
into agricultural land and settlements, with a smaller 
portion transformed into water bodies. This suggests 
that multiple factors contribute to the decrease in for-
est cover in the study area, largely driven by human 
activities such as unsustainable logging practices, 
deforestation, wildfires, and land use conversion. 
The conversion of forest land into highly productive 
agricultural areas highlights the local community’s 
dependence on agriculture as their primary livelihood 
(Muhati et al. 2018; Pendrill et al. 2022). Furthermore, 
over the past 32 years, the study area has experienced 
population growth, resulting in urbanization and the 
development of new residential areas accompanied by 
the necessary public infrastructure. This has led to an 
increased demand for food and subsequently expand-
ed agricultural land. Water bodies have emerged in 
areas previously covered by forests in 1989 and 2006, 
serving the irrigation needs of farmers in agricultur-
al areas. Unsustainable logging practices, forest fires 
for land clearance, and a lack of awareness among the 
local population regarding forest conservation have 
contributed to the significant decline in forest area. 
Additionally, indirect factors such as high agricultural 
commodity prices and ineffective forest management 
practices have also contributed to deforestation and 
forest degradation (Dan et al. 2018; Islam 2021).

The NDVI and SAVI are widely used vegetation 
indices for vegetation detection and mapping (Liang 
et al. 2018; Truong et al. 2018; Spadoni et al. 2020). In 
the study area, the NDVI values ranged from −0.73 to 
0.74 (Fig. 5), and the SAVI values ranged from −1.09 
to 1.10 (Fig. 6) across the assessment years. Higher 
values indicate forested areas, lower positive values 
represent sparse or no vegetation cover, and negative 
values indicate water. The increasing values of NDVI 
(0.74 > 0.72) and SAVI (1.10 > 1.08) in 2006 compared 
to 1989 indicate an increased in forest cover. Howev-
er, the values of these two indices have decreased a 
lot in 2021 compared to 2006 with NDVI (0.49 < 0.74) 
and SAVI (0.74 < 1.10) which partly confirms the pre-
vious evidence about the deforestation and forest 
conversion resulted in a reduced forest area (Tab. 5). 
The estimation of forest area using the NDVI showed 
a positive trend in the first period (1989–2006) and a 
negative trend in the later period (2006–2021), simi-
lar to but slightly higher than the estimates obtained 
using the supervised classifier. On the other hand, the 
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SAVI provided similar estimates for 1989 but yielded 
much lower estimates for 2006 and 2021 (Fig. 7). This 
discrepancy may be due to sparse vegetation in 2006 
and 2021, rather than dense forest, as the SAVI does 
not account for soil reflectivity. Based on these find-
ings, the NDVI is a reliable indicator for detecting and 
monitoring forest cover in Thua Thien Hue province, 
especially in the context of rapid forest cover assess-
ment (Chakraborty et al. 2018; Pesaresi et al. 2020; 
Huang et al. 2021; Faruque et al. 2022). In addition, 
Tab. 7 and Fig. 8 provide more detailed information 
on forest area loss and gain from 1989 to 2021. The 
total gross gain in the forest class is accompanied by 
a total loss in the other land use, particularly in the 
agricultural land class. Conversely, gross gains pri-
marily came from barren and agricultural land in both 
periods, with the highest gains observed in the first 
period.

5. Conclusion

This study examines changes in forest cover and other 
LULC classes in Thua Thien Hue province, Vietnam, 
over a period of 32 years (1989–2021). By combin-
ing multi-temporal remote sensing data and GIS tech-
niques, we quantified and analyzed the spatial and 
temporal patterns of LULC changes, with a particular 
focus on forest cover. The LULC classification results 
achieved an overall accuracy of over 90% during the 
research phase. The findings reveal significant chang-
es in LULC classes over the study period. Forest cover 
and barren land decreased by 11.34% (569.65 km2) 
and 9.66% (485.24 km2) respectively, while agricul-
tural land, settlements, and water areas increased 
by 11.46% (575.87 km2), 8.68% (436.05 km2), and 
0.86% (42.97 km2), respectively. These results indi-
cate a strong correlation between the increase and 
decrease in these LULC classes. Notably, the study 
area experienced substantial deforestation, with 
577.70 km2 of forest being lost, particularly between 
2006 and 2021. Although there was a small increase 
in forest cover from 1989 to 2006 (8.05 km2), it was 
outweighed by the overall loss of forest cover during 
the 32 year period. The main drivers of changes in 
forest cover are agricultural expansion, urbanization 
and logging for housing and firewood. The study high-
lights the suitability of using the NDVI for mapping 
forest cover during rapid monitoring.

Based on these findings, we propose several rec-
ommendations to enhance forest protection and 
management. Firstly, policymakers should reconsider 
the conversion of forest land into agricultural areas, 
which has significantly contributed to the reduction 
in forest cover over the decades. Additionally, strong 
laws and regulations should be implemented to 
address both legal and illegal logging activities. Sec-
ondly, the relevant agencies should increase their per-
sonnel to effectively monitor and protect forest cover 

from illegal logging. By implementing these recom-
mendations, we can better preserve the forest areas 
in the study region. Ultimately, we hope that this study 
can provide valuable insights to forest managers and 
agencies, assisting them in creating informative and 
educational materials, formulating policies, and mak-
ing informed decisions regarding the conservation 
and monitoring of forest ecosystems. These efforts 
are crucial for preventing forest loss and degradation, 
particularly in relation to illegal logging activities.
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1. Introduction

Machine learning algorithms are increasingly being 
used in various academic and commercial research 
fields. Geographical topics are no exception. The dif-
ference between machine learning in geography and 
other research fields is the input data. Geographical 
data are located in space, therefore are often denoted 
as spatial data. Location in space is described either in 
absolute terms (geographical coordinates) or in rela-
tive, for example, adjacency to neighborhood entities. 
This property of data can be exploited to achieve a 
higher degree of accuracy. Such an approach can be 
described as spatially sensitive. This study aims to 
apply a spatially sensitive machine learning model 
to the complex phenomena of agricultural drought.

The traditional approach, which does not take into 
account spatial patterns inside data, suffers from the 
inability to properly model spatial relationships. This 
inability is called “spatial non-stationarity” (Fother-
ingham, Charlton and Brunsdon 1996, 605). Foth-
eringham, Brunsdon and Charlton (2003, 9–10) list 
three reasons which cause spatial non-stationarity. 
Firstly, there is sampling variation, which relates to 
statistical artifacts. Secondly, some relationships are 
intrinsically different across space, especially for 
social processes. And lastly, there is a possibility that 
one or more important variables are missing from the 
model. The second point can be exemplified by Simp-
son’s Paradox (Simpson 1951) which refers to incor-
rect estimation of function when data are analyzed 
separately and then aggregated.

One option to capture spatial non-stationarity is 
to include spatial covariates, the most popular and 
easiest to use being geographical coordinates. A com-
prehensive study and evaluation of such an approach 
were conducted (Hengl et al. 2018) with Random 
Forest (RF) algorithm. The second option is to create 
an ensemble of local models, which encompass only 
a portion of all samples depending on their location. 
For each location where prediction takes place, a local 
model is created including n closest samples. In addi-
tion, one global model is created and final predictions 
are weighted averages of global and local models. This 
method has been applied to Linear Regression creat-
ing Geographical Weighted Regression (Brunsdon, 
Fotheringham and Charlton 1996) and to the RF algo-
rithm creating Geographical Random Forest (GRF) 
(Georganos et al. 2019). 

1.1 Random Forest

The Random Forest was developed by Breiman 
(2001) and belongs to a family of decision trees. Deci-
sion tree-based models make predictions by divid-
ing prediction space into several subregions and 
have a tree-like hierarchical structure. The building 
of decision trees follows two steps; firstly, at each 
split, divide the feature space (range of values for 

each feature) into several distinct regions. Secondly, 
for each observation that falls into the same region, a 
prediction is made – the mean of values of the predict-
ed variable. The problem is to find value by dividing 
predictor space most efficiently. The threshold value 
is calculated so that the overall sum of square errors 
is minimized (Kuhn and Johnson 2013, 175). Howev-
er, it is not computationally feasible to find optimal 
partition for features. The algorithm begins with one 
region and then successively divides the feature space 
at each split. At each split, the best partition is made at 
that particular split. This is also known as a top-down 
greedy approach. Unfortunately, the variance of trees 
is very high. The application of bootstrap aggregation 
(bagging) decreases the variance by averaging many 
similar trees from bootstrapped datasets. The new 
datasets are sampled with replacements from the 
original dataset. On average, one-third of all samples 
are not used during the tree-building process and are 
called out-of-bag (OOB). RF algorithms further devel-
op this concept by incorporating an ensemble of deci-
sion trees. In addition, the algorithm considers only 
part of the features at every splitting, which decreas-
es correlation among trees and therefore decreases 
variance.

The Random Forest algorithm achieves one of the 
highest forecasting accuracies compared to other 
algorithms for the broad field of tasks (Berk 2020, 
288). One of the advantages of RF is its great perfor-
mance for high dimensional data when the amount of 
predictors is higher than the amount of observation. 
Another reason to choose RF is its great computa-
tional performance, which is native to all tree-based 
algorithms. “Compared to bagging, RF is more com-
putationally efficient on a tree-by-tree basis since the 
tree-building process only needs to evaluate a frac-
tion of the original predictors at each split” (Kuhn 
and Johnson 2013, 200). RF can be running simulta-
neously on more cores and results can be aggregated 
afterward (Liaw and Wiener 2002, 22).

Hyperparameters of machine learning algorithms 
control the training process. Values for each hyperpa-
rameter need to be set before the start of the train-
ing phase. Hyperparameter optimization is necessary 
to construct a stable and accurate machine learning 
model. RF has several important hyperparameters. 
A number of randomly drawn features during the 
splitting phase often denoted as mtry, influences 
the stability and prediction accuracy. Lower values 
tend to boost the stability of the model, on the other 
hand, the accuracy is slightly lower (Probst, Wright 
and Boulesteix 2018, 3). Lower values also decrease 
the computational complexity, as the algorithm does 
not need to calculate as many thresholds. The next 
parameter, the number of trees in the forest should 
be set to at least 100. According to Probst and Boul-
esteix (2017), the accuracy increases with diminish-
ing returns when inputting higher values. However, 
the computational complexity increases as well. 
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The Hyperparameter Minimal Number of Samples 
describes how many samples are used for training 
each tree and its effect is similar to hyperparame-
ter number of randomly drawn features. Additional 
parameters are Node size (minimum number of sam-
ples in a terminal node) and Splitting rule (function to 
assess the quality of the split). Generally, RF performs 
well with tuning only mtry hyperparameter (Fernán-
dez-Delgado et al. 2014, 3175). Hyperparameters can 
be tuned with traditional methods, for example, Grid 
Search or Random search. Existing OOB samples can 
be utilized to evaluate the model, which saves time.

In addition to hyperparameters native to RF, GRF 
brings hyperparameters bandwidth and local weight. 
Bandwidth describes the size of the kernel for each 
local model. In other words, a number of closest sam-
ples of which local models are trained. There are two 
types of kernels – adaptive and fixed. The former 
encompasses n closest samples in the vicinity where 
prediction takes place. The latter is the circle, in which 
the radius is the bandwidth (Fotheringham, Brunsdon 
and Charlton 2003, 44). The final prediction for loca-
tion is made from a weighted average of the local 
model and global model, where the weight for the 
local model is a tunable parameter. The combination 
of two models results in higher accuracy – the local 
model ensures low bias and the global one has low 
variance (Georganos et al. 2019, 7). The drawback is 
higher computational complexity, GRF needs to com-
pute a new model for each predicted location. 

1.2 Agricultural drought

Environmental hazards are natural phenomena that 
negatively affect human society regarding economic 
and social losses. Drought hazard belongs to the most 
damaging and widespread causes of huge economic 
and human losses. The severity of drought depends 
on the environment’s (or society’s) ability to cope 
with hazards. For example, in developed countries, 
drought’s direct impact is almost invisible, and indi-
rect impact projects to higher consumption of water 
to irrigate agricultural plants. In developing countries, 
drought might cause crop failure and subsequent 
instability. However, climate change will worsen many 
aspects of drought, including its recurrence, severity, 
and timespan (Mukherjee et al. 2018).

The gravity of drought hazard is reflected in the 
abundance of research studies focusing on identify-
ing vulnerable locations or factors. Various methods 
have been applied; including the subjective weighting 
of drought drivers (Wilhelmi and Wilhite 2002) or the 
analytical hierarchy process (Hoque et al. 2020). More 
recently, machine learning algorithms are utilized to 
model drought. For example, Rahmati et al. (2019) 
employed RF, Support vector machines, and others to 
create a vulnerability map of Queensland, Australia. 
A similar study utilized an Artificial Neural Network 
(Rahmati et al. 2020).

The machine learning model requires independent 
variables, which influence the drought intensity, and 
a dependent variable, which functions as a drought 
indicator. According to Mishra and Singh (2010, 207), 
the drought indicator is a prime variable for assessing 
the effect of drought and defining different drought 
parameters, which include intensity, duration, severi-
ty, and spatial extent. The selection of an appropriate 
indicator is essential as it will be the dependent vari-
able, which will be predicted by the model. Soil mois-
ture, especially within the root system of the plants, 
is an accurate indicator of agricultural drought. Soil 
moisture-based indicators are used in similar studies 
concerning agricultural drought e.g. Rahmati et al. 
(2019) and Rahmati et al. (2020).

The severity of agricultural drought is influenced 
by various factors. The most profound is meteorologi-
cal. The connection between agricultural drought and 
meteorological patterns is clear. Precipitation is the 
only source of moisture for the environment with the 
exception of irrigation, which is available for a frac-
tion of cultivated areas. Temperature influences the 
rate of transpiration, higher temperatures increase 
the transpiration rate. A region with higher tempera-
tures is, therefore, more prone to drought. However, 
precipitation deficit impacts are greater than high 
temperatures in general (Yang et al. 2020, 9). 

Topographic characteristics refer to the quanti-
tative descriptions of the physical features of land. 
Vegetation in mountainous regions subscribes to dif-
ferent patterns of climatic conditions and develops 
specific adaptations. The slope of an area affects the 
run-off, recharge, and movement of surface water. 
Flat terrain areas have relatively high infiltration 
rates, on the other hand, areas with steeper slopes 
have low infiltration rates and higher run-off (Shek-
har and Pandey 2015, 409). Another topographic 
factor is aspect, which refers to the orientation of the 
slope. The aspect of a slope can influence local climate 
because of the length of the exposure to sun rays. 
West and south-facing slopes are warmer than east 
and north-facing slopes, therefore having lower soil 
moisture and higher evaporation rate (Magesh and 
Chandrasekar 2010, 375). The topographical Wet-
ness Index (TWI) (Beven and Kirkby 1979) describes 
the proclivity of a place to accumulate water based on 
topographic information. TWI is a widely used indica-
tor to obtain information on the spatial distribution 
of wetness conditions, since only a terrain model is 
required for calculation. Soil properties are import-
ant factors influencing the environment’s ability to 
cope with drought. Soil acts as a substrate for plants’ 
roots, providing them with water and nutrients. Soil 
characteristics influence these functions to various 
degrees. Soil texture refers to the size of solid par-
ticles, that soil is composed of. The size of particles 
determines the amount of water that can be stored 
for plants. Organic matter is one of the most import-
ant soil characteristics. According to Bot and Benites 



190 Daniel Bicák

(2005, 35–36), organic content increases water infil-
tration and water holding capacities, increasing the 
diversity and activity of soil organisms and providing 
nutrient availability. Land cover is intertwined with 
water demand and the coping abilities of the envi-
ronment to drought hazards. Land use describes how 
society uses land, land cover refers to the physical fea-
tures of the land. In case of vulnerability to drought, 
the scientific community classifies several types – 
 mainly agricultural fields, grasslands, forests, bar-
ren lands, urban areas, and water bodies (Jain, Pan-
dey and Jain 2014; Thomas et al. 2016; Hoque et al. 
2020).

This study continues to develop GRF by tuning 
spatial parameters for each location. The hypothesis 
is that tuning the spatial hyperparameters for each 
location will improve the accuracy of the GRF model. 
This hypothesis is based on the assumption that those 
spatial hyperparameters are spatially correlated. The 
study aims to confirm the hypothesis by completing 
three subtasks; firstly, creating an accurate statistical 
model based on the RF algorithm of drought hazard 
which consists of many local models and one global 
model and subsequently evaluating the accuracy met-
rics for both models. Secondly, performing a tuning of 
parameters for each local GRF model, answering the 
question of whether it is possible to improve the accu-
racy of the model further. Lastly, providing insight into 
the vulnerability modeling from the feature’s impor-
tance of local models.

2. Methodology and Data

This section describes the study area, datasets used 
to build the machine learning model, and method, 
which facilitates the local tuning of spatial hyperpara- 
meters.

2.1 Study Area

The problem is studied within the agricultural land-
scape in the Czech Republic, Central Europe. The 
extent reaches approximately 50 km beyond the bor-
der north to Poland, west to Germany, south to Aus-
tria, and east to Slovakia. The study area was limited 
to an agricultural landscape with these conditions:
– Forest should not cover more than 20% of the pixel 

area.
– Built-up areas should not cover more than 20% of 

the pixel area.
The study are is shown in Fig. 1. The total area of 

locations, that met the conditions is 53,860 km2.

2.2 Data

The drought model requires many features (inde-
pendent variables) to work properly. This is reflected 
in the variety of data sources, from which data were 
collected. The independent variable – the drought 
predictor was chosen to be the Soil Water Index (SWI). 
The selection was influenced by the availability of 
data in terms of spatial and temporal resolution. SWI 
is available within Copernicus Global Land Service 
(Bauer-Marschallinger et al. 2018). SCATSAR-SWI 
(Scatterometer Synthetic Aperture Radar Soil Water 
Index) is computed from the data fusion of products 
Sentinel-1 SSM (Surface Soil Moisture) and ASCAT 
SSM/SWI, which assess soil moisture. The dataset 
includes layers with various temporal parameters T, 
which correspond to different soil depths. The layer 
with a T value of 20 was chosen as it correlates best 
with the subsoil conditions (10–20 cm below the sur-
face) (Paulik et al. 2014, 5) and has uniform quality 
scores across the study area.

Meteorological features were acquired from the 
E-OBS dataset maintained by the European Climate 

Fig. 1 Study area.
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Assessment & Dataset project. E-OBS is interpolated 
from point data gathered from national meteorolog-
ical stations across Europe. According to the project 
website (Cornes et al. 2018), Czechia has an above-av-
erage density of stations (770 km2 for precipitation 
and 913 km2 for temperature per station). All topo-
graphic-related features were extracted from Euro-
pean Digital Elevation Model (EU-DEM). 

All soil properties except Soil organic matter were 
acquired from the “Topsoil Physical Properties for 
the Europe” dataset, which is based on Land Use and 
Cover Area frame Statistical Survey (LUCAS) data-
set. LUCAS is the largest harmonized soil dataset 
in Europe overseen by the Statistical Office of the 
European Union, which consisted of in situ measure-
ments from more than 22,000 locations (Orgiazzi et 
al. 2018). Another dataset derived from LUCAS is Soil 
Organic Matter (SOM) fractions (Cotrufo et al. 2019), 
which utilized more than 9400 points, to interpolate 
point data to a grid with a 1 km spatial resolution 
using the RF algorithm. Organic matter is divided by 
size into particulate and mineral-associated organic 
matter (less than 53 µm). Datasets are delivered in 
GeoTiff format and ETRS89-LAEA coordinate system. 

Both datasets, TPPE and SOM are distributed by the 
European Soil Data Centre (Panagos et al. 2012).

Land cover information was obtained from Corine 
Land Cover (European Environment Agency (EEA), 
2019). Land cover categories were aggregated into 
four thematic classes – built-up areas, agricultural 
areas, grasslands, and forests. Land cover categories 
and their corresponding thematic classes are listed in 
the table below (Tab. 1).

Metadata of datasets used in the study are listed in 
following table (Tab. 2).

2.3 Methods

A new variant of GRF was developed – Locally Tuned 
GRF (LT GRF). Values for hyperparameters band-
width and local weight are universal for every sample 
across space. LT GRF aims to find optimal values for 
each location. The optimal values are found for each 
location during the training process. Values are inter-
polated for the whole study area by linear interpola-
tion. In case there are several different values in one 
place, the mean value is used. We assume, that there 
exists a spatial autocorrelation in the model parame-
ter’s weights and bandwidth. Six models in total were 
developed; RF, GRF, and LT GRF with coordinates and 
RF, GRF, and LT GRF without coordinates. LT GRF 
should be the most accurate model created. Algorithm 
LT GRF can be described by the following pseudocode.

Algorithm 1 Geographical Random Forest with local 
tuning.
1: for training observation do
2: for bandwidth, local weight in the kernel, weights 

do
3: Perform Random Forest.
4: Perform Random Forest with bandwidth number 

of samples.
5: end for
6: Select optimal values of bandwidth and local 

weight.
7: end for

Tab. 1 Aggregated thematic classes and their corresponding Land 
cover categories.

Aggregated class Former classes

Built-up areas

Continuous urban fabric, Discontinuous urban 
fabric, Industrial or commercial units, Road  
and rail networks and associated land, Port 
areas, Airports, Mineral extraction sites,  
Dump sites, Construction sites

Agricultural  
areas

Non-irrigated arable land, Vineyards, Fruit trees 
and berry plantations, Annual crops associated 
with permanent crops, Complex cultivation 
patterns

Grasslands
Pastures, Natural grasslands, Moors and 
heathland

Forests
Broad-leaved forest, Coniferous forest,  
Mixed forest, Transitional woodland-shrub

Tab. 2 Metadata of datasets.

Product name
Original temporal 

resolution
Temporal resolution 

used in the study
Original spatial 

resolution
Format Reference

SCATSAR-SWI 1 day 14 days 1 km NetCDF
Copernicus Global Land  
service (2023)

E-OBS 1 day 14 days 0.1° NetCDF Cornes et al. (2018)

EU-DEM / / 25 m GeoTiff
European Environment  
Agency (2016)

Topsoil Physical Properties 
for the Europe

/ / 500 m GeoTiff Panagos et al. (2022)

Soil Organic Matter / / 1 km GeoTiff Lugato et al. (2021)

Corine Land Cover / / 100 m GeoTiff
Copernicus Land Monitoring 
Service (2019) 
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8: Interpolate bandwidth and local weight values for 
the location of testing observations.

9: for testing observation do
10: Perform Random Forest.
11: Perform Geographical Random Forest.
12: Compute the weighted average of the output of 

Random Forest and Geographical Random Forest.
13: end for

The process of evaluating models consists of sev-
eral steps; pre-processing of the data, model build-
ing, and performance evaluation by accuracy metrics. 
Firstly, the time periods were chosen for SWI. Five 
time periods – the first two weeks of August from 
2015 to 2019. Each period has a different distribution 
of values, therefore combined dataset contains obser-
vations with low and high values for the same place. 

Fig. 2 SWI values for each selected period.
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Various values of SWI for the same place can facilitate 
a robust and accurate model. SWI values are shown 
in Fig. 2. Secondly, drought predictors were chosen; 
geographical coordinates (X and Y), elevation, slope, 
aspect, TWI from category terrain characteristics, 
temperature and precipitation from meteorological 
characteristics, soil texture, organic matter content, 
soil bulk ratio, and AWC from soil properties. Organic 
matter content was created as a sum of both layers of 
the SOM dataset. Landcover features are represented 
by their proportion in each location. Four land cov-
er classes were chosen – built-up areas, agricultural 
areas, grasslands, and forests. In addition to the list-
ed features, the distance to large water bodies (rivers 
and reservoirs) was added. SWI and meteorological 
features are available for each day, therefore need to 
be aggregated. SWI and temperature are averaged, 
and precipitation is summed. Three periods of tem-
perature and precipitation are selected. Two weeks 
period, which is identical to the SWI period, a one-
month period (two weeks before the start of the SWI 
period), and a three-month period. 

All datasets were resampled to sample size with a 
resolution of 3 km2 using linear interpolation. Values 
of all features (independent variables) were scaled 
from 0 to 1. The dataset was split into training and 
testing sets with a ratio of 0.33 (two-thirds were used 
for tuning and one-third for testing) using random 
sampling. Three hyperparameters of RF were tuned 
using Grid Search with OOB samples – a number of 
randomly drawn features, a number of trees, and 
a minimal number of samples. Subsequently, GRF 
hyperparameters bandwidth and local weight were 
tuned using a grid search cross-validation method. 
Several bandwidth values were tested; 50, 100, 150, 
200, 250, 500, 750, 1000, 1500, 2000 and 5000. The 
distances are not equal for all locations, because of the 
use of an adaptive kernel. For a bandwidth of size 50, 
the average distance is 5205 m. For maximum band-
width of 5000, the average distance is approximately 
45 km. The parameter of local weight values from 0 to 
1 with increment 0.1 were tested. 

The performance of statistical models is evaluat-
ed by metrics – Root Mean Square Error (RMSE) and 
Mean Absolute Error (MAE). These metrics were cho-
sen because of their wide use in the scientific commu-
nity. The RMSE is calculated by the formula:
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In addition to the RMSE and MAE, relative accura-
cy in % is used. Relative accuracy is calculated as a 
ratio of error (RMSE or MAE) to the range of values of 
the dependent variable without outliers. Outliers are 
understood to be values less than one percentile and 
higher than 99 percentil of SWI values.

The import, processing and building of the models 
took place using the python programming language. 
Libraries used include scikit-learn, NumPy, Pandas 
and Xarray. Map outputs were created using QGIS 
software.

3. Results

This section describes the results of tuning the 
machine learning models, performance assessment, 
and the feature importances of GRF LT model shown 
graphically in the maps.

The hyperparameters were tuned using the Grid 
Search method with OOB samples. The optimal val-
ue for the number of randomly drawn features was 
found to be 16. The minimum number of samples was 
set to 5. The number of trees is 200, and the RMSE 
decreases with diminishing returns with increasing 
the value of the hyperparameter. The RMSE of values 
of spatial hyperparameters is depicted in Figure 3. 
The optimal value for local weight was found to be 0.7 
(0.7 local model and 0.3 global model). The decrease 
in error between regular RF (local weight is 0) is 
approximately 0.297 RMSE. In comparison, the dif-
ference between the default value of hyperparameter 
Randomly Drawn Features (typically one-third of all 
available features) is 0.2 RMSE. The optimal band-
width is 100 observations. The decrease in RMSE in 
comparison to the global model is very small 0.09, 
smaller than the decrease of hyperparameter local 
weight.

The optimal values of the bandwidth and local 
weight are found for each location. The count of each 
value of the parameter is displayed in a histogram 
below (Fig. 4). The most numerous value for band-
width is 50 constituting 20% of all values. The second 
place belongs to value 100 with a 12.7% share. Oth-
er values constitute a portion smaller than 10%. GRF 
assigns one universal value to all locations, however, 
as can be seen, it is not optimal for the vast majority 
of locations. In the case of local weight, the situation is 
more uneven. The most numerous local weight value 
is 1 (only the local model is employed) which consti-
tutes 56.4% of all values. The second most numerous 
is value 0 (only the global model is employed) with an 
8% contribution to all values. Other values are rep-
resented less, the count decreases with lower local 
weight. However, the best value achieved by GRF tun-
ing is 0.8. This value is not optimal for more than 92% 
of all locations.

Each tuned model was trained and tested. RF with-
out coordinates achieved an RMSE of 4.48 (MAE of 
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Fig. 3 Flow chart of the research.

Fig. 4 RMSE of spatial parameters, extracted from tuning of GRF with spatial coordinates.
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3.4), RF with spatial coordinates achieved an RMSE 
of 2.7 (MAE of 2.05), GRF without coordinates of 2.6 
(MAE of 1.96), GRF with spatial coordinates of 2.42 

(MAE of 1.83), LT GRF without coordinates of 2.58 
(MAE of 2.02) and LT GRF with spatial coordinates 
of 2.41 (MAE of 2.41). Values are listed in the table 
below (Tab. 3).

Feature importance of the RF and GRF models are 
displayed in bar plots below (Fig. 5 and Fig. 6). The 
most important features of the RF (without spatial 
coordinates) are precipitation features. Together they 
account together for almost approximately 60% of 
the importance. Summed precipitation over 1-month 
accounts for 38% and is the most important feature. 
The fourth place belongs to elevation with 6% of 
importance. The elevation is followed by temperature 
features, each accounting for 5% of importance. Other 
features have less than 3% of importance.

Feature importances of the GRF LT model (with-
out spatial coordinates) were aggregated by the mean 
value (Fig. 7). Values are similar to the RF model. The 

Tab. 3 Accuracy metrics for each tested model expressed in relative 
and absolute values. Models with spatial coordinates are denoted  
with ‘XY’. 

RMSE MAE

abs rel [%] abs rel [%]

RF model 4.48 90.86 3.40 93.02

RF XY model 2.70 94.46 2.05 95.77

GRF model 2.60 94.66 1.96 95.97

GRF XY model 2.42 95.03 1.83 96.24

LT GRF model 2.58 94.70 2.02 95.85

LT GRF XY model 2.41 95.05 1.80 96.30

Fig. 5 Histograms for bandwidth and local weight extracted from tuning of GRF with spatial coordinates.

Fig. 6 Feature importances for RF model (without spatial coordinates).
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most important features are precipitation features 
(1 month with 38%, 3 months with 15%, and 2 weeks 
with 6%) followed by temperature features (each 
with approximately 7%). Elevation and water prox-
imity account for approximately 1%. The rest of the 
features account for only 6% of feature importance.

The top eight features were visualized in maps 
(Fig. 8). Precipitation features show different spa-
tial distributions. The longest precipitation period 
(3-months) shows strong importance in the north-
western part of the area, 1-month precipitation in west-
ern and southwestern parts of the area, and the short-
est period in the eastern part. Temperature features 
show a similar pattern for each period. Strong impor-
tance can be assessed in southern part of the area. 

3. Discussion

The tuning of spatial parameters showed that there 
is no optimal uniform value for all training locations. 
However, GRF or LT GRF did not achieve a signifi-
cantly higher degree of accuracy. The minuscule dif-
ference in error between models can be explained in 
several ways. Firstly, regular RF achieves very good 
results. Accuracy of more than 90.86% is very high 
and the possibility for improvements is limited. It is 
most likely that model accuracy cannot be significant-
ly improved any further for the given modeled prob-
lem and available input data sets. Secondly, spatial 
non-linearity is explained well by spatial coordinates, 
which are input features in the RF model. In other 
words, the global model (RF model with spatial coor-
dinates) has not left any space for local models (GRF 
and GRF LT models) to improve more significantly.

The reduction in RMSE error between the GRF and 
GRF LT models (models with spatial coordinates) is 
surprisingly low. During the tuning phase, GRF LT 

achieved an RMSE of 1.8, which is significantly less 
than the resulting error in the testing phase. The lim-
ited improvement of the GRF corresponds with the 
visual examination of bandwidth. There is no or very 
little spatial correlation between bandwidth and local 
weight and a decrease in error. Values are localized 
randomly as a residue of random error.

GRF creates local models on a subset of original 
datasets. This process can be reinterpreted as a huge 
number of created decision trees with a very small 
number of observations. A similar situation can be 
recreated with regular RF with parameter maximum 
samples set to a value of best bandwidth (100). How-
ever, experiments show that such a model is very 
inaccurate (RMSE of 9.5) and this hypothesis can be 
rejected.

The performance of GRF and LT GRF was com-
pared to the performance in other studies. The GRF 
with spatial covariates in the study by Georganos et 
al. (2021) achieved an RMSE of 0.606, the global mod-
el achieved an RMSE of 0.65. The error decreased by 
6.76%. Master thesis by Hokstad and Tiganj (2020) 
compared RF with spatial covariates to GRF. RF 
achieved an RMSE of 17,944 and GRF of 16,705, a 
6.9% decrease in error. In both studies, a decrease in 
error between RF with spatial coordinates and with-
out them is more significant.

Improvement of GRF or LT GRF over regular RF is 
small and computational runtime is much higher. A 
desktop PC is not sufficient for larger datasets (more 
than 100,000 samples) and a more expensive solu-
tion needs to be employed. Therefore, it may seem 
that GRF might not be advantageous over classical 
RF based on this case study given the computation-
al requirements and not significant improvements in 
model performance.

The feature importance results provide unique 
insight into the drivers of agricultural drought. 

Fig. 7 Feature importances for GRF LT without spatial coordinates.



Tuning spatial parameters of Geographical Random Forest 197

Fig. 8 Top most important features of GRF LT (without spatial coordinates) visualized on the map.
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However, to draw conclusions from maps, deeper 
knowledge of local conditions is needed.

The concept of local sub-models and their param-
eters can be studied further. Despite the increase in 
accuracy being small, local tuning might deliver more 
beneficial results in different use cases. Therefore, it 
would be useful to find and evaluate spatial patterns 
in various datasets, which would benefit most from 
this method. The use of more sophisticated spatial 
interpolation methods such as kriging when obtain-
ing unknown values of local parameters can increase 
the accuracy of models. Such an approach would be 
particularly advantageous for a sparse dataset. The 
GRF and GRF LT models used use a binary kernel – 
records up to a certain distance are included in the 
local model. Another approach is to use a function 
that would assign weights to records based on their 
distance.

The explanatory function of the model (features 
importance) has the potential to provide additional 
insight into geographical phenomena. Results from 
GRF or LT GRF can be compared with more estab-
lished methods such as Geographic Weighted Regres-
sion. This concept can be also extended to other 
Machine Learning algorithms. As mentioned by Geor-
ganos et al. (2019), Support Vector Machines are suit-
able methods, because of their lower computational 
complexity. 

4. Conclusion

The study developed six machine learning algorithms; 
RF with and without spatial coordinates, GRF with 
and without spatial coordinates and LT GRF with and 
without spatial coordinates. LT GRF in contrast to 
GRF tunes the local parameters – bandwidth and local 
weight for each location. The models were applied and 
evaluated in the case of agricultural drought. A total of 
21 features were used to predict drought using a soil 
moisture-based index as the dependent variable. In 
addition, the study provides insight into the feature 
importance property of GRF. The increase in accuracy 
is relatively small in this very case, however, different 
datasets may provide more desirable results.
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1. Introduction

The differentiation of regional performance and the dif-
ferent restructuring of the economic base of the region 
began to be explained in the last 15 years through the 
concept of related variety developed by the Dutch 
school of evolutionary economic geography (Frenken 
and Boschma 2007; Frenken et al. 2007). The concept 
follows and to a certain extent overcomes the tradition-
al dual concept of the process of spillover of knowledge 
between companies and institutions, where on the 
one hand the advantages resulting from the concen-
tration of a certain industry in space (so-called Mar-
shall-Arrow-Romer externality) and on the other the 
second benefits resulting from the creation of knowl-
edge spillovers within a diversified economic struc-
ture (the so-called J. Jacobs externality). The work of 
Nooteboom (2000) highlighting the role of cognitive 
proximity in various spheres of communication and 
interaction and indirectly in the production process 
became an equally important source of inspiration.

The related variety allows us to analytically cap-
ture the potential for cooperation and knowledge 
transfer in various geographical units. Moreover, the 
contribution of related variety to the overall growth 
and economic development of the region has been 
documented in existing studies (Frenken et al. 2007). 
This approach works with the diversity of industries 
within the region, which are cognitively connect-
ed and can maximize the potential of opportunities, 
growth of existing industries, and the potential of 
local resources for new industries. 

In Czechia, research analysis mapping related / 
unrelated varieties is very limited. An exception is 
the research by Květoň and Šafr (2019), who mea-
sured unrelated variety and regional embeddedness 
of interregional and intersectoral relations in Czechia. 
Blažek et al. (2016) tried to clarify different methods 
of calculating related variety using the example of 
Czech R&D projects. Furthermore, geographical and 
cognitive proximity was clarified in the example of 
R&D collaborative projects (Květoň et al. 2022), how-
ever, these authors did not directly apply the concept 
of related variety. Therefore, this paper is the first 
attempt to calculate the unrelated and related vari-
ety for the whole of Czechia on regional, district, and 
municipalities with extended competence levels. The 
article also provides a partial reflection on the critique 
of the methodological approach to related variety as 
presented by Bathelt and Storper (2023).

The overarching goal of the article is to investigate 
the factors influencing the intensity of R&D collab-
orations in state-supported projects, focusing spe-
cifically on the role of related and unrelated variety 
across sectors and regions. By conducting multiple 
linear regression analyses, the article tests a series of 
hypotheses to elucidate how the diversity and speci-
ficity of industries within a region impact the propen-
sity for research and development collaborations.

The article is designed as follows. First, the concept 
of related and unrelated variety is described, and cur-
rent knowledge from the Czech environment is also 
emphasized. Subsequently, the research question is 
presented. Next, the methodical approach to the mea-
surement of related variety and also to R&D cooper-
ation is described in detail. In the following section, 
the hypotheses are tested and empirical results are 
interpreted.

2. Conceptual departures for related  
variety assessment

Related variety refers to the co-location of different 
sectors sharing commonalities and complementary 
competencies, which is conducive to knowledge spill-
overs underpinning regional growth and innovation 
(Corradini and Vanino 2022).

Research on related and unrelated variety has 
been ongoing for several years, with many studies 
exploring the effects of these concepts on regional 
growth, innovation, and entrepreneurship. Regarding 
the related variety and innovation process, previous 
research suggests that related variety can enhance 
regional innovation. When industries in a region are 
cognitively similar and have inter-industry knowledge 
spillovers, it becomes easier for innovation to occur 
(Martynovich and Taalbi 2022; Ejdemo and Örtqvist 
2022). Moreover, Innocenti et al. (2021) emphasized 
that local related variety enhances the overall innova-
tion rate and can contribute to recombination or incre-
mental innovation. In terms of technological break-
throughs, related variety would raise the likelihood of 
innovations in general, but unrelated variety would 
raise the likelihood of breakthrough innovations, 
which in themselves are rare (Castaldi et al. 2015).

Furthermore, researchers have explored the role 
of related variety in regional diversification and path 
development (Yeung 2020), the relevance of related-
ness research in economic diversification and region-
al competitiveness (Ferraz et al. 2021), the integration 
of related variety and strategic coupling in under-
standing regional industrial diversification and eco-
nomic resilience (Yeon et al. 2022) or the relationship 
between relatedness, growth, and industry clustering 
(Bond-Smith and McCann 2019).

These studies have contributed to a deeper under-
standing of the role of related variety in economic 
geography research. They have highlighted the impor-
tance of relatedness and diversity in economic activ-
ities for regional competitiveness, growth, employ-
ment, and resilience.

Researchers have also emphasized the need to con-
sider the social, cultural, and institutional dimensions 
of economic activities and the importance of context 
sensitivity in economic-geographic theorizing. The 
current knowledge in the related variety research 
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provides insights into the complexities and dynamics 
of economic systems within different spatial contexts.

Researchers use various methods to measure relat-
ed and unrelated variety in their studies. One method-
ology used to compute related and unrelated variety is 
based on entropy measures (e.g. Frenken et al. 2010) 
and this method is also applied in this paper. However, 
it is necessary to point out that the whole calculation 
of kin diversity is to some extent an “ex-ante approach 
to the evaluation of cooperation and knowledge trans-
fer” (see Blažek et al. 2017), and a higher kin diver-
sity does not guarantee a more effective transfer of 
knowledge and information but expresses a certain 
assumption for such cooperation. This methodologi-
cal approach presupposes that relatively diverse firms 
are cognitively close enough to understand each other 
and cooperate, but at the same time far enough away 
not to compete with each other. Companies and their 
representatives can therefore “understand” each oth-
er and have something to offer, but at the same time, 
they do not threaten each other on the market.

3. Research question

The central inquiry of this study aims to unravel the 
complex interplay between regional R&D collabora-
tions within state-supported projects and the poten-
tial influence of the related variety within the SO ORP. 
Utilizing cluster analysis, the research seeks to delin-
eate distinct patterns or clusters of regions based 
on their R&D collaborative dynamics. The central 
research question driving this investigation is: “How 
does R&D collaboration, as manifested by collabo-
rating firms and research organizations in state-sup-
ported projects, relate to the related variety in Czech 
microregions (SO ORP)?”

Following this primary research question and 
based on the current state of related variety knowl-
edge (e.g. Bathelt and Storper 2023), several hypoth-
eses have been developed to provide a structured 
approach to addressing the research question:

Hypothesis 1: Based on Květoň and Horák (2018), 
who clarified the differentiation of R&D capacities at 
the regional NUTS 3 level in Czechia when subjected 
to k-means clustering based on relative joint R&D 
projects, related variety and unrelated variety, the SO 
ORP (Czech microregions) will yield more than two 
distinct clusters.

Hypothesis 2: Based on the current state of knowl-
edge about related variety in different countries (Wise 
and Anderson 2017, Boschma and Iammarino 2009) 
we expect that the intensity of R&D collaboration in 
state-supported projects will be positively associated 
with the related variety.

Hypothesis 3: The intensity of R&D collaboration 
of state-supported projects in the manufacturing sec-
tor (NACE-C) is positively associated with the related 
variety specific to manufacturing.

4. Methodology

This study draws upon the methodological approach 
of “Related variety” presented by Frenken et al. 
(2007). This approach allows us to analytically cap-
ture the potential for cooperation and knowledge 
transfer in the geographical unit. Moreover, the con-
tribution of related variety to the overall growth and 
economic development of the region has been docu-
mented in existing studies (Frenken et al. 2007). This 
approach works with the diversity of industries with-
in the geographical unit, which is cognitively connect-
ed and can maximize the potential of opportunities, 
growth of existing industries, and the potential of 
local resources for new industries.

4.1 Data

Underlying data for the assessment of related and 
unrelated variety are drawn from the Register of 
Economic Subjects (RES). This source provides infor-
mation on all economically active entities in Czechia. 
From this data, it is possible to filter out the legal per-
sons engaged in business, i.e. firms. In this paper, all 
legal forms of business are selected. From the Mag-
nusWeb database, information is secured on the num-
ber of employees of individual firms. Data for cooper-
ation in R&D are drawn from the IS VAVAI database. 
The related and unrelated variety is calculated for: 
1) the full breadth of NACE 2-digit industries 
2) for NACE C-Manufacturing.

The results and underlying calculation are pub-
lished on GitHub to enable further research: https://
github.com/ph1559/related-variety/.

4.2 Data limitation

The sources used, despite being the best public-
ly available, have serious limitations of which the 
analysis in this paper is aware. First, the number of 
employees in MagnusWeb may not be available for all 
firms listed in RES. For this reason, the available sam-
ple of data is listed below. Tab. 1 presents all firms 
with more than one employee by RES compared to 
the number of available employees from MagnusWeb. 
The version of RES and number of employees is rela-
tive to the year 2021. In the absence of information on 
the number of employees for 2021, the nearest avail-
able value is used. Firms with available data on the 
number of employees were further used to calculate 
the unrelated/related variety.

Second, it should also be noted that some larger 
concerns do not split the number of employees by 
production facilities. The employers that stand out 
the most are Škoda Auto, Siemens, Bosch, Honeywell. 

Škoda Auto a.s. is classified in the location Mladá 
Boleslav (CZ020), with the listed number of employ-
ees as 35,063. The listed production plants of Škoda 
Auto a.s. are located in Mladá Boleslav, Kvasiny 



Related variety and state-sponsored R&D collaboration 203

(CZ041) and Vrchlabí (CZ041). The division has 
approximately 20,000 employees in Mladá Boleslav, 
9,000 in Kvasiny and 6,000 in Vrchlabí. Siemens, s.r.o. 
has 9,691 employees according to MagnusWeb and 
is divided into seven legal entities. Five of these enti-
ties are listed in Prague (CZ010). However, it also has 
production plants in Brno (CZ064), Drásov (CZ064), 
Frenštát pod Radhoštěm (CZ072), Trutnov (CZ041), 
Letohrad (CZ053) and Mohelnice (CZ071). Brno and 
Drásov has its legal entity and therefore the employee 
number corresponds to the correct NUTS 3 region. 

Next concern is Robert Bosch. There are Robert 
Bosch subsidiaries in eight cities in Czechia. They 
have a total of four production plants, one service 
centre and one logistics warehouse. In total, they are 
divided into five legal entities. These partly reflect the 
territorial division of the Group. The Honeywell Group 
is divided into 4 legal entities in the RES. The biggest 
shortcoming in this case is that MagnusWeb does not 
provide the number of employees for its largest entity 
Honeywell Aerospace s.r.o. However, its spin-off plant 
in Olomouc (CZ071) is a separate entity. The activi-
ties of this concern are still concentrated in Prague 
(CZ010) and Brno (CZ064).

The data of other larger companies and foreign 
concerns might be subject to similar problems with 
the difference between the location of the legal entity 
and the location of the production facilities. The data 
are also sensitive to the reporting of agricultural pro-
duction, which will play a lesser role in the following 
calculations. These limitations need to be reflected in 
the interpretation of the results obtained.

Third, information about the CZ-NACE sector is 
important for the following unrelated and related 

variety calculations. The main CZ-NACE code is used 
for the calculation of five and two places. This indica-
tor is assigned by the Czech Statistical Office (CZSO) 
and is based on the largest reported sales volume of 
own sales of goods and services, change in inven-
tories of own operations and capitalization. These 
three items are grouped in the CZSO accounts under 
one heading of output. The CZ-NACE classification is 
therefore not an answer to the general classification of 
an enterprise, but rather a description of its economic 
activity. For example, Honeywell Aerospace Olomouc 
s.r.o. has listed the main CZ-NACE 30900 equivalent 
to C30.9 – Manufacture of transport equipment n.e.c. 
but is considered for CZ-NACE 30300 with the equiv-
alent of C30.3 – Manufacture of air and spacecraft 
and related machinery. As the CZ-NACE performance 
reporting methodology is uniform, it can be expected 
that similar nuances will be evenly spread across the 
national sample and thus partially cancel each other 
out. However, it is imperative that this shortcoming is 
taken into account when interpreting the results.

Fourth, the data used from IS VaVaI contain only 
R&D collaborations under direct public support (in 
the form of collaborative projects). Unfortunately, 
data for private R&D collaboration are not available 
and therefore the dataset used is not exhaustive. 
These limitations will be taken into account when 
interpreting the results.

4.3 Unrelated and Related Variety Calculation

In the first step, an unrelated diversity index was cal-
culated using the provided formulas by Frenken et al. 
(2007). The following calculations, PS represents the 

Tab. 1 Availability of firm employee data from MagnusWeb.

Region NUTS 3 region name
Firms with information about 

the number of employees 
(MagnusWeb)

Total firms with one  
or more employees 

(RES)

Proportion of available 
employee data

CZ010 Prague 31,863 69,448 45.9%

CZ020 Central Bohemian Region 10,227 17,445 58.6%

CZ031 South Bohemian Region 5,968 9,262 64.4%

CZ032 Pilsen Region 5,579 8,242 67.7%

CZ041 Karlovy Vary Region 2,308 3,645 63.3%

CZ042 Ústí nad Labem Region 6,087 8,797 69.2%

CZ051 Liberec Region 3,645 5,893 61.9%

CZ052 Hradec Králové Region 5,567 7,566 73.6%

CZ053 Pardubice Region 4,834 7,132 67.8%

CZ063 Vysočina Region 4,058 5,914 68.6%

CZ064 South Moravian Region 14,919 25,424 58.7%

CZ071 Olomouc Region 5,543 8,742 63.4%

CZ072 Zlín Region 6,534 9,021 72.4%

CZ080 Moravian-Silesian Region 12,134 17,328 70.0%

Total All regions 119,266 203,859 58.5%

Source: Own calculations based on data drawn from RES and MAGNUS.
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share of employees in industry S (section) compared 
to the total number of employees Z in the territorial 
unit i in period t. For PS NACE industries are used in 
two places.

= ( )

= ∑ (
1

)
=1

= ∑
=1

= ∑ (
1

)
∈

S takes the values of all five-digit NACE sector 
codes.

= ( )

= ∑ (
1

)
=1

= ∑
=1

= ∑ (
1

)
∈

UVar is the resulting value of unrelated variety for 
the geographical unit. The temporal aspect (the year 
to which the unrelated diversity value relates) is not 
considered in this view. The latest available employ-
ment data is used (the most common year is 2021).

In the next step, the related variety index was cal-
culated according to the formulas below:

= ( )

= ∑ (
1

)
=1

= ∑
=1

= ∑ (
1

)
∈

and
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1

)
=1

= ∑
=1

= ∑ (
1

)
∈

Where pi represents the proportion of NACE 
employees per five locations relative to the total num-
ber of employees in a geographical unit. RVar equa-
tions are used for obtaining related variety indexes 
for regions, districts and SO ORP. PS and HS are calcu-
lated separately for each geographic level.

The subsequent results of related and unrelated 
diversity are comparable only at the same level of the 
territorial unit due to the nature of the calculation. 
Subsequently, the related and unrelated variety is cal-
culated for three samples of enterprises according to 
the main NACE sector indicated: firstly, the calculation 
was carried out for the whole range of NACE sectors, 
from Section A – Agriculture, forestry, and fishing to 
Section S – Other activities. Furthermore, the calcula-
tion was performed on the NACE range falling within 
NACE section C – Manufacturing.

4.4 R&D cooperation

To measure the amount of R&D cooperation in a geo-
graphic context four indicators are calculated: 
1) Internal R&D cooperation within the region. 
2) External R&D cooperation outside of the region. 
3) Internal R&D cooperation within the region taking 

into consideration only firms. 
4) External R&D cooperation outside of the region 

taking into consideration only firms. 
The focus on firms is done by subsetting the data-

set only for firms. Cooperation between organizations 

taken into account is within the years 2006–2021. 
Internal R&D cooperation is calculated as the number 
of two or more firms in the same region in a collabo-
rative research project. External R&D cooperation is 
calculated as the number of projects with coopera-
tion outside of the region. The point for the project is 
granted to all participating regions.

4.5 Cluster analysis

Before initiating the clustering process, the data was 
subject to a preliminary examination to ensure it was 
suitable for cluster analysis. Any missing values were 
addressed, and potential outliers were either recti-
fied or justified. The variables were also normalized 
to ensure equal weightage during clustering. Normal-
ization was achieved using the min-max scaling meth-
od, which transforms the data into a range between 
0 and 1, ensuring that each variable contributes 
equally to the clustering process (Virmani, Taneja, 
Malhotra, 2015). The formula for min-max scaling is 
given by:

( ) =
min( )

max( ) −
−

min ( )

In the article’s cluster analysis methodology, three 
fundamental metrics are used for clustering: Joint 
state-supported projects, related variety, and unrelat-
ed variety. It was observed that there’s a pronounced 
correlation between related variety, unrelated variety, 
and the number of project collaborations to the num-
ber of employees. Therefore, to avoid potential biases, 
these variables are adjusted by dividing them by the 
latter metric. Without such a modification, the clus-
tering could inadvertently emphasize primarily the 
population size of SO ORPs, rather than the intended 
nuances of the regions.

To address the related and unrelated diversity bias 
mentioned by Bathelt and Storper (2023), the derived 
metrics are divided by a number of employees. This 
reduces the importance of large cities and towns in 
favor of microregions with higher related and unre-
lated diversity per employee.

Three primary metrics were chosen for clustering 
on the level of SO ORP:

 (1)

 (2)

 (3)

The underscored r signifies the Czech microregion 
(SO ORP). The appropriate number of clusters deter-
mined using the Elbow Method was 3. This involved 
running the k-means clustering on the dataset for a 
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range of values of k (e.g., k from 1 to 10), and then 
for each value of k computing the sum of squared 
distances from each point to its assigned centre. The 
‘elbow’ of the curve represents an optimal value for 
k (a balance between precision and computational 
cost) (MacQueen 1967). In the article, the final num-
ber of clusters is selected to be 5 to better represent 
the granularity of Czech microregions (SO ORP).

With the selected value of k, k-means clustering 
was applied to the dataset using the chosen met-
rics. The k-means algorithm seeks to minimize the 
squared sum of Euclidean distances from the mean of 
each cluster (Ismkhan 2017). The iterative algorithm 
divides the microregions into k clusters based on the 
similarity in their R&D collaborative dynamics. The 
k-means clustering was executed using the following 
command in R:

kmeans(data_normalized, centers = k_optimal, 
nstart = 25)
kmeans_result=kmeans(data_normalized, centers =
k_optimal, nstart = 25)

The nstart parameter ensures that the algorithm is 
initialized multiple times to avoid local optima (Har-
tigan and Wong, 1979).

5. Initial results

The results of calculations in the previous part are 
structured as follows: First unrelated and related 
variety for NUTS 3 regions, districts, and microre-
gions, and second internal and external cooperation 
for the same geographical units are presented.

5.1 Unrelated and Related Variety in NUTS 3 
regions, districts, and microregions

The main NUTS 3 region that dominates in unrelated 
and related variety is Prague, the capital of Czechia. 
Because Prague is a capital city many firms have dom-
icile there even though most of their employees and 
production is located elsewhere. The results demon-
strate its greatest general diversity in the nomencla-
ture of economic activities in both related and unre-
lated fields. The second place is usually occupied by 
the second largest city, Brno, and its surrounding 
NUTS 3 region, the South Moravian Region. Significant 
differences in ranking become apparent when evalu-
ating related varieties and unrelated varieties for the 
NACE-C manufacturing only. 

5.2 Regional unrelated and related variety

Tab. 2 shows the related and unrelated variety dom-
inance of the three NUTS 3 regions where the three 
largest cities in Czechia are located: Prague, South 
Moravian Region, and Moravian-Silesian Region. 
Following this table further data are visualized as 
cartograms. The change in order can be seen when 
only manufacturing (NACE-C) is taken into conside- 
ration. 

For related variety only in manufacturing (NACE-C), 
Prague lags behind the South Moravian Region, 
Moravian-Silesian Region, and even the Central Bohe-
mian Region, but it is not surprising. These regions 
show higher nomenclature specialization. It shows 
that even the economically most important NUTS 3 
region in Czechia (Prague) may be most diverse in 
terms of broad nomenclature (NACE) but not in terms 
of industry (Fig. 1).

Tab. 2 Regional unrelated and related variety for Czechia.

Region code NUTS 3 region name Unrelated variety Related variety
Unrelated variety  

only NACE-C
Related variety  

only NACE-C

CZ010 Prague 2.028 0.535 0.674 0.245

CZ020 Central Bohemian Region 0.819 0.191 0.778 0.252

CZ031 South Bohemian Region 0.451 0.090 0.471 0.142

CZ032 Pilsen Region 0.461 0.090 0.508 0.145

CZ041 Karlovy Vary Region 0.183 0.027 0.181 0.040

CZ042 Ústí nad Labem Region 0.490 0.109 0.493 0.165

CZ051 Liberec Region 0.317 0.058 0.401 0.094

CZ052 Hradec Králové Region 0.404 0.081 0.454 0.137

CZ053 Pardubice Region 0.400 0.076 0.442 0.125

CZ063 Vysočina Region 0.354 0.075 0.453 0.137

CZ064 South Moravian Region 0.869 0.221 0.707 0.274

CZ071 Olomouc Region 0.400 0.082 0.443 0.141

CZ072 Zlín Region 0.492 0.121 0.539 0.201

CZ080 Moravian-Silesian Region 0.812 0.181 0.771 0.268

Source: Own calculations based on data drawn from RES and MAGNUS.
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5.3 Unrelated and related variety in districts  
of Czechia
On the level of districts (okres) in Czechia, Prague 
shows the highest variety in all measured aspects. 
In the Tab. 3, the first 10 districts by related variety 
of manufacturing (NACE-C) are shown. The high-
est-scoring districts are cities and towns.

Importantly the industrial districts also show high-
er unrelated variety when only NACE-C is considered. 
The outlier that wasn’t particularly visible in other 
measurements is the district of Mladá Boleslav which 
hosts large car manufacturing capacities. With a gen-
eral unrelated variety of 0.171, the unrelated variety 
only for NACE-C is 0.245, contrary to this the related 
variety is 0.012 and if only manufacturing is taken 
into consideration it is 0.019 (Fig. 2).

5.4 Unrelated and related variety on the Czech 
microregional level
The lowest presented geographic level of Czechia in 
this paper is a municipality with extended powers (SO 
ORP). There are 206 such units in Czechia. The unre-
lated and related variety follows the expected trend. 
The capital Prague scores highest and Brno. Ostrava 
and Pilsen follow it. In unrelated variety of manufac-
turing Mladá Boleslav holds 2nd place. That doesn’t 
correspond to its size in the population (19th). Fig. 3 
also shows that in terms of industry, the spots of near-
ly zero related variety are not located along borders. 
This unexpected phenomenon may lead one to think 
about the location of the inner peripheries. Further-
more, strong SO ORPs in terms of related variety in 
manufacturing are often bordered by SO ORPs that 

Fig. 1 Related variety only for manufacturing (NACE-C) in Czechia.

Tab. 3 Related and unrelated variety of Czech districts, first 10 ordered by Related variety NACE-C.

District code District name Unrelated variety Related variety Unrelated variety NACE-C Related variety NACE-C

CZ0100 Praha 2.028 0.535 0.674 0.245

CZ0642 Brno-město 0.518 0.099 0.292 0.082

CZ0724 Zlín 0.222 0.044 0.229 0.069

CZ0806 Ostrava-město 0.363 0.055 0.238 0.049

CZ0534 Ústí nad Orlicí 0.132 0.020 0.197 0.045

CZ0323 Plzeň-město 0.242 0.036 0.236 0.044

CZ0804 Nový Jičín 0.136 0.021 0.215 0.043

CZ0723 Vsetín 0.142 0.021 0.185 0.041

CZ0643 Brno-venkov 0.152 0.025 0.174 0.038

CZ0722 Uherské Hradiště 0.137 0.022 0.162 0.037

CZ0207 Mladá Boleslav 0.171 0.012 0.245 0.019

Source: Own calculations based on data drawn from RES and MAGNUS.
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have no related variety in manufacturing. This offers 
room for further research and discussion of inner 
peripheries.

5.5 R&D Cooperation in NUTS 3 regions,  
districts and municipalities

To measure R&D and collaboration in the NUTS 3 
regions the CEP database of collaborative projects is 
used. The CEP data contains partially state-supported 
R&D projects. Some of them are joint projects of R&D 
collaboration. Project data for supported projects with 
collaboration that started in the years 2006–2022 
are used. These are 12,577 unique projects with col-
laborations with a total of 3,852 unique organizations, 
including 3,006 unique firms. Together these projects 

represent support from the state budget of 155.65 bil-
lion CZK, which is 56.27% of all projects for the same 
period in CEP. It is 28.11% of the public budget ded-
icated to R&D in 2006–2022 and about 11.3% of 
total R&D expenditure in Czechia (GERD). Thus, the 
scope of the analysis of R&D cooperation is limited 
to this slice of approximately 11.3% of the total R&D 
expenses. In the article, R&D cooperation is examined 
using the CEP dataset and a pairwise collaboration 
methodology. This approach identifies every possi-
ble two-region combination in which organizations 
are jointly engaged in a project. Every organization, 
including each faculty as a distinct entity, is taken 
into account. Collaborations are classified into those 
occurring within the same region (intra-regional) and 
those bridging different regions (extra-regional). This 

Fig. 2 Unrelated variety only for manufacturing (NACE-C).

Fig. 3 Related variety only for manufacturing (NACE-C) in Czech municipalities with extended powers.
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method offers a thorough insight into the landscape 
of regional R&D collaborations. The values are cal-
culated at three geographic levels: a) NUTS 3 region 
b) district c) Czech microregions (SO ORP). 75,774 
participations with collaboration is observed. Of 
these, 28,474 (37.58%) are intra-regional and 47,300 
(62.42%) are extra-regional. The collaborations that 
did not leave the Prague borders (Prague-Prague) are 
23.46% of the direct collaborations. In the case of only 
firm-firm cooperations, we observe 15,200 direct 
links between firms within projects. Of these, 2,964 
(19.50%) are intra-regional and 12,236 (80.50%) 
are extra-regional. The collaborations that did not 
leave the Prague (Prague-Prague) border account for 
10.11% of the direct collaborations. Next, we conduct 
pairwise connections for organizations that are not 
in the set of firms and are in RVVI’s list of research 
organizations. For these research organizations only, 
we observe 11,688 direct connections of which 5,138 
(43.95%) are intra-regional and 6,550 (56.04%) 
extra-regional. Direct Prague-Prague connections 
accounted for 35.06% of the connections (Fig. 4).

6. Hypothesis testing

6.1 Hypothesis 1

To test the first hypothesis: “Based on Květoň and 
Horák (2018), who clarified the differentiation of 
R&D capacities at the regional NUTS 3 level in Czechia 
when subjected to k-means clustering based on rel-
ative joint R&D projects, related variety and unre-
lated variety, the SO ORP (Czech microregions) will 
yield more than two distinct clusters.” cluster analysis 
was employed on the provided data. Cluster analysis 
groups data points into clusters so that data points in 
the same cluster are more similar to each other than 
to those in other clusters.

In the article, k-means clustering was applied to 
segment SO ORP regions using three primary met-
rics: shared state-funded projects, unrelated variety 
and related variety. 

Given the significant variance between clusters in 
terms of the three metrics, it can be concluded that 
distinctive patterns indeed emerge among SO ORP 
regions when characterized by their R&D collabora-
tive dynamics in terms of shared state-funded proj-
ects, related, and unrelated variety. The appropriate 
number of clusters determined using the k-means 
(Elbow Method) was 3. Therefore, based on this clus-
ter analysis, hypothesis H1 fails to be rejected. The 
results indicate that distinctive patterns (clusters) 
emerge, aligning with the hypothesis’s premise. The 
results indicate that distinctive patterns (clusters) 
emerge, aligning with the hypothesis’s premise, with 
the chosen five clusters providing more granularity 
and detail in understanding the distinctive patterns 
in the R&D collaborative dynamics within the Czech 
microregions:
Cluster 1: Microregions classified under “Emerging 

Collaborators’’ present a promising picture. They 
show a higher related variety over unrelated vari-
ety when metrics are divided by the number of 
employees. The average related variety divided by 
number of employees can compete with larger and 
sophisticated microregions such as Prague. These 
microregions are also involved in a commend-
able number of state-funded projects. They cater 
to a moderate population and have a substantial 
employment base, positioning them as areas that 
are budding and showing promise in their collabo-
rative endeavors.

Cluster 2: “Collaboration Powerhouses”. The microre-
gions classified under this cluster are charac-
terized by a harmonised interplay of related and 
unrelated variety metrics, especially when contex-
tualised against the number of employees. What 

Fig. 4 R&D cooperation of all organizations.
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sets them apart is the impressive level of collab-
oration per employee. With a pronounced related 
variety, these microregions have participated in a 
substantial number of state-funded projects. They 
hold a significant population and are supported by 
a large workforce. These microregions can aptly be 
described as the nexus of collaborative activities, 
making them true collaboration epicenters.

Cluster 3: “Hořice”. This microregion did fall into one 
unique cluster as there is a research organization 
“Výzkumný a šlechtitelský ústav ovocnářský Holo-
vousy s.r.o.” that was supported by 128 projects 
and within this project created 218 extra-regional 
and 26 intra-regional connections. 

Cluster 4: “Cautious Collaborators”. Microregions in 
this cluster are low in related variety and collabora-
tions, particularly when metrics are proportioned 
against the number of employees. Their absolute 
related variety and involvement in state-funded 
projects are also very low. The SO ORPs are inhab-
ited by a smaller population and supported by a 
moderate workforce. They have established a mod-
est footprint in the collaboration arena and have 
room to explore further synergies.

Cluster 5: “Conflicted Collaborators”. Microregions 
in this cluster present an intriguing dichotomy. 
Despite their relatively low related variety when 
adjusted for the number of employees, they exhib-
it a heightened engagement in state-funded R&D 
projects. This suggests a distinct focus on select, 

specialized areas of expertise or perhaps a con-
centration of knowledge within certain domains. 
The participation rate in collaborations remains 
consistently high, indicating an active pursuit of 
partnerships and shared initiatives. The SO ORPs 
in question have a moderate population. These 
microregions are navigating a path that, while 
conflicted between specialized knowledge and 
broad collaboration, holds the potential for unique 
growth trajectories (Fig. 5).

6.2 Hypothesis 2

“Based on the current state of knowledge about relat-
ed variety in different countries (Wise and Anderson 
2017, Boschma and Iammarino 2009) we expect that 
the intensity of R&D collaboration in state-supported 
projects will be positively associated with the Related 
Variety.”

In the article, a linear regression analysis was 
conducted to examine the relationship between the 
intensity of R&D collaborations and the related vari-
ety among SO ORP. The linear model results suggest 
a strong positive association between related variety 
and the intensity of R&D collaborations. In contrast, 
unrelated variety exhibited a significant negative 
relationship with R&D collaboration intensity. Addi-
tionally, certain clusters, population density, and 
the total number of employees in a microregion also 
influenced R&D collaborations, though not all were 

Fig. 5 Clustering of Czech microregions (SO ORP) based on related variety and direct state-supported R&D cooperation in Czechia.
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statistically significant. The model captures approxi-
mately 99.55% of the variation in total cooperations. 
Given these findings, the article concludes that the 
data supports the hypothesis, emphasizing the role 
of related industries in fostering R&D collaborative 
dynamics across microregions. Based on these results, 
the article fails to reject hypothesis 2, affirming that 
microregions with higher related variety tend to have 
intensified R&D collaborations (Tab.4).

Multiple Linear Regression Equation 1:
R&D pairwise cooperation
= β0 + β1RV + β2UV + β3EMPL + β4C1 + β5C2
+ β6C3 + β7C4 + β8C5 + β9Popdens + ∈

6.3 Hypothesis 3

“The intensity of R&D collaboration of state-support-
ed projects in the manufacturing sector (NACE-C) is 
positively associated with the related variety specific 
to manufacturing.”

In the article, a linear model is employed to test the 
second hypothesis that investigates the relationship 
between the intensity of R&D collaboration in man-
ufacturing (NACE-C) and the related variety specif-
ic to manufacturing. This model takes into account 
various control variables, integrating factors such as 
unrelated variety, clusters, population density, and 
the total number of employees in the manufacturing 
sector. Through linear regression, the model provides 
a robust statistical framework to determine how the 
diversity of manufacturing activities, both related 
and unrelated, along with microregional characteris-
tics, influences collaborative R&D efforts in the sector 
(Tab. 5).

Multiple Linear Regression Equation 2:
R&D pairwise cooperation NACE-C
= β0 + β1RVNACE−C + β2UVNACE−C + β3EMPLNACE−C +
β4C1 + β5C2 + β6C3 + β7C4 + β8C5 + β9Popdens + ∈

This assertion is underlined by the positive and 
highly significant coefficient for the variable related 
variety for NACE-C (manufacturing). As the related 
variety specific to manufacturing increases, the inten-
sity of R&D collaboration in the sector also witnesses 
a marked increase.

Notably, while the related variety presents a pos-
itive relationship with collaboration intensity, the 
unrelated variety for NACE-C displays a negative and 
significant relationship. This suggests that a higher 
unrelated variety in the manufacturing sector could 
act as a detriment to the intensity of R&D collabora-
tions. The observed negative association might indi-
cate that when activities are too diversified or unre-
lated in a microregion, it becomes challenging to find 
common ground or mutual benefits, thereby reducing 
collaborative endeavors even in partially state-funded 
R&D projects.

Considering control variables, it’s evident that 
certain clusters, notably cluster1 (Emerging Collab-
orator) and cluster2 (Collaboration Powerhouses), 
exhibit a negative statistical relationship with R&D 
collaborations in manufacturing. This suggests that 
SO ORPs belonging to these clusters might have some 
inherent characteristics or challenges impeding col-
laboration. Conversely, the total number of employees 
in the NACE-C shows a positive and significant rela-
tionship with collaboration intensity, pointing to the 
fact that microregions with a larger workforce in man-
ufacturing have heightened collaborative activities. 

Tab. 4 Linear regression of R&D collaboration and related variety.

Variable Estimate
Standard 

Error
p-value Significance

(Intercept) 198.900 51.78160 0.00017 ***

Related  
variety

98338.300 11719.52476 0 ***

Unrelated  
variety

−17679.100 1619.86162 0 ***

Employees 0.029 0.00784 0.00031 ***

cluster 1 −139.200 52.73475 0.00897 **

cluster 2 503.700 127.00239 0.00010 ***

cluster 3 90.100 233.80022 0.70026

cluster 4 −104.100 49.48022 0.03673 *

popdens 0.130 0.13156 0.31688

Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ‘ 1
Residual standard error: 229.3 on 197 degrees of freedom
Multiple R-squared: 0.9955, Adjusted R-squared: 0.9953
F-statistic: 5407 on 8 and 197 DF, p-value: < 2.2e−16
Source: Author.

Tab. 5 Linear regression of R&D collaboration and related variety in 
manufacturing.

Variable Estimate
Standard  

Error
p-value Significance

(Intercept) 16.5000 4.750 0.00064 ***

Related variety  
NACE-C

5171.2000 248.200 < 2e−16 ***

Unrelated  
variety NACE-C

−1097.5000 185.500 1.43e−08 ***

Employees  
in NACE-C

0.0055 0.001 0.00001 ***

cluster1 −13.7000 3.900 0.00062 ***

cluster2 −22.2000 8.700 0.01144 *

cluster3 −11.9000 19.200 0.53702

cluster4 −6.6000 4.100 0.10548

popdens −0.0180 0.010 0.07771 .

Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ‘ 1
Residual standard error: 18.79 on 197 degrees of freedom
Multiple R-squared: 0.9414, Adjusted R-squared: 0.939
F-statistic: 395.5 on 8 and 197 DF, p-value: < 2.2e−16
Source: Author.
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Lastly, the population density presents a marginally 
negative influence on collaborations. This might imply 
that in densely populated areas, the nature of indus-
trial activities could be more fragmented or diverse, 
possibly diluting the intensity of focused R&D collab-
orations in manufacturing.

7. Discussion of empirical findings

In this section, the article delves into the influence of 
related variety on regional development, particularly 
within the context of collaboration in state-supported 
R&D projects. This analysis is contrasted with estab-
lished research, highlighting both similarities and dif-
ferences in approach and findings. Notably, Frenken 
et al. (2007), Boschma and Iammarino (2009), and 
Boschma, Minondo, and Navarro (2013) all under-
scored that regions with a pronounced related variety 
tend to witness enhanced employment growth. This 
observation, while aligning with the broader theme 
of this article, diverges in its primary approach and 
objectives. While these studies primarily focused on 
employment growth as a direct outcome of related 
variety, this article pivots towards understanding 
the dynamics of collaboration within the context of 
related variety. In this topic, Ebersberger, Herstad, 
and Koller (2014) further explored the connection 
between regional knowledge bases, collaborations, 
regional technological specialization and related 
variety. The specialization reduced domestic collabo-
rations, while related technological variety bolstered 
international innovation ties.

The sector-specific effects of related variety, as 
highlighted by Bishop and Gripaios (2010) and Har-
tog, Boschma, and Sotarauta (2012), offer another 
dimension of comparison. These studies suggest that 
the influence of related variety can vary significantly 
across different sectors. In the context of this article, 
the use of NACE-C (manufacturing) classifications 
provides a broader lens to dissect the specific and 
industrial part of the economy. Bishop and Gripaios 
(2010) emphasized the potential oversimplification 
of broadly categorizing sectors into manufacturing 
and services. They argue that these sectors, in their 
essence, are heterogeneous, leading to varied mecha-
nisms and extents of spillovers between them. Driven 
by this perspective, they employed a more granular 
approach, examining employment growth in individ-
ual 2-digit sectors. Given this critique by Bishop and 
Gripaios, it seems prudent for future research to delve 
deeper into the manufacturing NACE-C classification, 
breaking it down further into specific 2-digit sectors 
for a more nuanced understanding.

The results of the hypothesis testing, when viewed 
through the lens of economic geography and region-
al development literature, offer a nuanced under-
standing of R&D collaborative dynamics in SO ORP 
microregions. The summarising work by Content and 

Frenken (2016) underscores the importance of relat-
ed variety in economic development such as employ-
ment growth. Their comprehensive literature review 
suggests that regions with a diverse yet related set of 
industries tend to exhibit higher levels of innovation 
(observed through labour productivity) and economic 
growth. The critique by Bathelt and Storper (2023) 
on measuring related and unrelated variety as entro-
py which leads to a strong statistical link between 
related variety, unrelated variety, and the population 
of a (micro)region, is addressed by controlling for 
these factors and using the number of employees as 
a denominator.

On the other note, the observed negative rela-
tionship between unrelated variety and R&D collab-
oration intensity in our results resonates with the 
foundational principles of the related variety litera-
ture. As highlighted by Marek and Blažek (2016) and 
Květoň, Novotný, Blažek, Marek (2022), a region with 
technologically related industries often benefits from 
enhanced knowledge spillovers, learning, and growth. 
However, when activities become overly diversified 
or unrelated, it can pose challenges in finding syn-
ergies, potentially reducing collaborative endeavors. 
This perspective aligns with the argument that spatial 
externalities are most potent among firms with relat-
ed but distinct knowledge. Yet, it’s crucial to consider 
the insights from Grillitsch et al. (2018), who empha-
size the potential of unrelated diversification in fos-
tering radical innovations, especially in regions with 
strong human capital.

In light of the findings from the article’s hypothesis 
testing and the insights from Květoň et al. (2022), it 
becomes evident that the dynamics of R&D collabo-
ration in SO ORP microregions are multifaceted. The 
observed negative relationship between unrelated 
variety and R&D collaboration intensity underscores 
the challenges of excessive diversification in hinder-
ing synergies. Květoň et al. (2022) further illuminate 
this by revealing that while R&D collaborations often 
span large cognitive distances, they are not arbitrary. 
Firms, in their pursuit of innovation, tend to collab-
orate with partners that, although unrelated, share 
closer cognitive proximity than other potential collab-
orators. This intricate balance between diversification 
and the quest for synergies is further complicated by 
the geographical dynamics, as seen in the predomi-
nant inter-regional linkages in Czech regional inno-
vation systems.

8. Conclusions

In this paper, the concepts of unrelated variety and 
related variety were introduced and empirically ana-
lyzed, first separately and then for manufacturing 
(NACE-C). Furthermore, concepts of intra-regional 
and extra-regional R&D cooperation within state-sup-
ported joint projects were introduced and assessed. 
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They are divided into R&D cooperation of firms only, 
research organizations only and then all pairwise con-
nections for all types of organizations. The mentioned 
indicators were calculated at three geographical lev-
els, NUTS 3 regional, district, and microregional.

The indicators yield the following results: Prague 
and the South Moravian Region ranked first in unre-
lated and related variety. In the case of the related 
variety of the NUTS 3 region in industry (NACE-C) 
Prague drops out of the first place. Analysis of unrelat-
ed variety at the district level for industry (NACE-C) 
shows that districts with a large industrial presence 
tend to have higher unrelated variety rather than 
related variety. Microregional level analysis shows 
that municipalities with the highest related variety for 
industry (NACE-C) are often adjacent to municipali-
ties with almost zero related variety. Such results can 
be further explored in detail and built on the research 
of the inner peripheries of Czechia. In the case of the 
number of collaborations counted by joint R&D pro-
jects, it is evident that although Prague has the high-
est number of absolute collaborations, in a relative 
view (number of collaborations divided by the num-
ber of companies in the region) Prague falls into the 
background and the highest values are reported by 
the Pilsen Region, South Moravian Region and Pardu-
bice Region. 

A final comparison of these indicators with each 
other at the regional level shows a high degree of cor-
relation between R&D cooperation and the general 
unrelated and related variety, but lower only in the 
case of the unrelated and related variety for indus-
try (NACE-C). The research question of the article is 
elaborated in three hypotheses. The first hypothesis 
posited that SO ORP regions, when characterized by 
their R&D collaborative dynamics in terms of shared 
state-funded projects and related and unrelated vari-
ety, would show distinctive patterns. To investigate 
this, k-means clustering was applied to group the SO 
ORP regions based on shared state-funded projects 
and related variety. After identifying five distinct 
clusters, the analysis revealed considerable differenc-
es between these clusters based on the given metrics. 
Consequently, the hypothesis was not rejected, sug-
gesting that distinctive patterns were indeed evident 
among the regions. 

Among the clusters identified, a standout group 
was labeled “Collaboration Powerhouses”. These 
SO ORP microregions were distinctive due to their 
dominant related variety, especially when adjusted 
for the number of employees. Their collaboration 
intensity per employee was also noteworthy. They 
possess a significant population and are backed by a 
substantial workforce, these microregions stood out 
as central hubs of collaborative activities, solidifying 
their reputation as true epicenters of collaboration. 
Next “Emerging Collaborators” microregions showed 
promise with a commendable number of state-funded 
projects and a higher related variety, hinting at their 

potential growth. In contrast, “Hořice” was a singular 
microregion due to a unique research organization 
significantly supported by 128 R&D state-support-
ed projects. The “Cautious Collaborators” with both 
related variety and collaborations being modest, 
suggesting they might be lacking their footing in the 
R&D landscape. Lastly, “Conflicted Collaborators” 
displayed an interesting dichotomy, showing poten-
tial for unique growth trajectories while navigating 
a balance between specialized knowledge and broad 
collaboration.

The second hypothesis suggested a positive asso-
ciation between the intensity of R&D collaboration 
in state-supported projects and the related variety. 
A linear regression analysis was conducted to explore 
this relationship. The outcome showcased a robust 
positive correlation between related variety and the 
intensity of R&D collaborations. Conversely, unrelat-
ed variety had a significant negative relationship with 
R&D collaboration intensity. Some other variables, 
like certain clusters, population density, and the total 
number of employees in a microregion, also influ-
enced the collaborations, though not all significant-
ly. Overall, the data provided strong support for the 
hypothesis.

For the third hypothesis, it was proposed that the 
intensity of R&D collaboration in state-supported 
projects in the manufacturing sector (NACE-C) would 
be positively correlated with the related variety spe-
cific to manufacturing. A linear regression model was 
employed, factoring in several control variables. The 
results underscored a significant positive relationship 
between the related variety in manufacturing and the 
intensity of R&D collaborations. However, a notable 
discovery was that a higher unrelated variety in man-
ufacturing is negatively associated with the intensity 
of R&D collaborations. 

Above all, the study identifies clear clusters with-
in the SO ORP microregions based on their collabo-
rative tendencies and sector closeness. Furthermore, 
a distinct positive relationship emerges between the 
intensity of related variety, also in the manufacturing 
sector, and the extent of cooperation within state-sup-
ported joint projects. Interestingly the unrelated vari-
ety relates to the extent of cooperation negatively.
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1. Introduction

Rural sustainability is generally understood as the 
maintenance of environmental, economic and social 
conditions for the preservation of rural settlements, 
often seen from the agricultural viewpoint (Bosshard 
2000). However, the sustainability of the countryside 
could be seen as a distinctive space in the processes 
of globalization (Gallent, Shucksmith, and Tewdwr- 
Jones 2003). It is a matter of how much the country-
side remains rural, keeping its essential attributes. 
Maintaining at least some aspects of the rural lifestyle 
is crucial. This includes work, leisure, community life 
and other aspects including the preservation of rural 
architecture and construction style.

Urban architecture is traditionally a branch on the 
boundary between technology and art – later com-
pleted with social, environmental, economic and oth-
er aspects. Historical urban architecture in European 
culture is usually structured in time periods reflect-
ing individual cultural styles. On the other hand, rural 
constructions develop on a different basis. They have 
always been focused on practical use, developing 
step-by-step based on trial and error. The material 
of the buildings corresponded to the local raw mate-
rials, the way of their construction relates to the cli-
matic conditions and the way of use. Folk construc-
tions differ more regionally than by cultural styles. 
Consequently, rural buildings could be considered a 
part of regional identity in the process of globaliza- 
tion.

Where the elements of folk architecture have been 
preserved, they become part of the cultural heritage 
and, in the future, goals of cultural tourism. There are 
61 village conservation areas and 211 village monu-
ment zones in Czechia. The South-Bohemian village of 
Holašovice has become a part of the UNESCO World 
Heritage. 

However, preserving the original folk buildings is 
becoming an increasing problem, as it is increasing-
ly in conflict with the requirements of modern (i.e. 
urban) way of life. The original character of villages 
is changing through suburbanization and other urban 
processes in rural areas and urban-rural divisions 
are being blurred (Stringer 2017). Individual houses 
and purpose-built buildings are adapted to modern 
requirements. Paradoxically, increasing wealth of the 
population leads to the gradual disappearance of rural 
architecture and thus the identity of both the region 
and perhaps the countryside itself.

The paper aims at an analysis of a representation 
of remaining folk architecture and typology of new 
rural architecture types of houses, and a discussion 
of relations between folk architecture, regional iden-
tity and cultural tourism. The study should bring a 
proposal of a methodology for assessing the degree 
of preservation of rural architecture, which may be 
applicable in other areas.

2. Theory: Folk architecture  
and the identity of the countryside

In connection with the promotion of human rights, 
individual identity is increasingly asserted. Howev-
er, A. Paasi (2003) draws attention to the new con-
tent of regional identity. Marek (2020) specifies that 
crucial to the existence of region are the subjective 
images that can be identified with perceptual regions. 
Regional identity becomes an inseparable part of 
geographical research (Chromý 2003) and plays an 
important role in the socialization of regions, and thus 
also comes into the perspective of regional planning 
(Raagmaa 2002) and it could also be applied in the 
administrative division of the state (Melnychuk and 
Gnatiuk 2018) – if there is political will to do so.

However, this contribution is not about the identi-
ty of individual regions, but about the identity of the 
countryside. This is also related to one view of the 
immaterial definition of the countryside (Halfacree 
2008) as a space where people feel they are in the 
countryside. It is obvious that individual human set-
tlements remain in their places, but their character 
changes under the influence of urbanization. Urban 
conveniences are penetrating the rural area (and 
partly also vice versa) and with them, the way of life 
and the urban structure of the villages are changing. 
There is a risk that the countryside ceases to be the 
countryside and turns into a difficult-to-define urban-
ized rural space. Moreover, rural areas are sometimes 
related to national or regional identity (Woods 2001) 
whereas cities are more symbols of globalization. 
That is why we asked ourselves the question of the 
relationship between the identity of the countryside 
and the representation of individual types of build-
ings in the urban structure of villages.

The identity of the countryside consists of a num-
ber of different factors. It can be a rural landscape 
(Scazzosi 2018), rural habits, customs, and traditions 
(Kwiatkowski et al. 2018), the design of rural settle-
ments (Soukup and Sýkora 2020). These aspects form 
a complex and can be considered part of cultural her-
itage which can be used as a tourist attraction (Silva 
and Leal 2015).

One of the most important tangible factors of the 
identity of the countryside is the architecture that 
creates the overall image of the village. In addition 
to the dominant elements – churches, monasteries, 
fortresses, chateaux, folk architecture forms villages. 
Folk architecture has evolved for hundreds of years 
with respect to local specifics. Silva (2010) speaks 
about the folk architecture heritagization.

Traditional folk architecture is usually presented 
as an attraction for tourists (Copeţchi-Kopecký 2018), 
often concentrated in open-air museums or ethnic 
theme parks. However, folk buildings and architecture 
can also be important for their inhabitants, as they 
are part of the identity of their village and region and 
create a sense of home. In EU, vernacular architecture 
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belongs to intangible traits of heritage (Aytuğ and 
Mikaeili 2016; Namičev, Vuksanović-Macura, and 
Petrevska 2018).

Folk architecture is significantly threatened by 
modernization trends. Today’s rural residents require 
the same conveniences as urban residents – all tech-
nical networks, garages, satellite receivers, large win-
dows, modern materials. These requirements are 
often in conflict with the traditional buildings. There-
fore, sophisticated protection, high level of under-
standing between property owners, architects, cultur-
al heritage institutions and local authorities is needed 
(Alcindor and Coq-Huelva 2019). However, this pro-
tection is limited by financial resources and bargain-
ing power. The matter is a subject of intensive discus-
sion (Ilies et al. 2018; Sala, Trombadore, and Fantacci 
2019). Šťastná, Vaishar, and Pakozdiová (2015) even 
state that the use of folk architecture and tradition-
al way of life for the development of tourism in the 
Romanian Banat has led to improvement the situation 
of local people who used the funds to enhance their 
homes. However, this means the disappearance of the 
main motivation for tourism.

Folk architecture corresponds to the centuries-old 
experience of the locals. It uses local materials and 
is adapted to climatic and meteorological conditions 
(e.g. Philokyprou et al. 2017 or Lopez-Besora, Coch, 
and Pardal 2019). Its sensitive revitalization may even 
bring economic benefits in certain regions (Stival et 
al. 2020). Olukoya and Atanda (2020) studied various 
aspects of the sustainability of traditional architec-
ture in the example of Cyprus. They concluded that 
the investigated vernacular architecture ranked low-
ly in physical resilience, accessibility and satisfaction 
but demonstrated sufficient lessons in the context of 
health and safety; participation and control, social 
equity; social cohesion; and cultural value.

Several authors have dealt with the issue of tra-
ditional folk architecture in Czechia since the 1970s. 
Among the most beneficial ones are Mencl (1980), 
who outlined the main areas of folk architecture 
and the characteristics of stylistic types throughout 
Czechoslovakia, Frolec (1974), who focused on folk 
architecture in Moravia and Silesia, Škabrada (1999), 
who also deals with the development of a tradition-
al folk house, its construction and urban structure 
of settlements. Langer (2005) also devoted himself 
to open-air museums throughout Europe and thus 
placed the Czech and Slovak folk architecture in the 
European context.

Fewer authors deal with the evaluation and per-
manent documentation of contemporary architectur-
al works in the countryside. In the second half of the 
last century, new residential units began to be built in 
villages, which were more similar to urban than rural 
development. After 1990, suburbanization started to 
develop.

In 1990s, several architects and urban planners 
reflected on the questions of the village’s appearance, 

identity of the countryside, an image of the village and 
its landscape and assessed great changes that villag-
es have undergone since the middle of the century. In 
this period, Knopp (1994) and Škabrada (1999) for-
mulated ten basic urban and architectural principles 
in the village:

1) Rectangular floor plan of houses. 
2) Location of the house on the plot – either perpen-

dicular to the street or longitudinally, but always 
following the street line and usually directly con-
necting to the neighbouring house. 

3) Saddle roof with a slope of about 45°.
4) Three-part floor plan of buildings, manifesting 

itself from the outside.
5) Binding situation of the entrance to the hall, the 

middle part of the floor plan, not the entrance 
through the gable wall.

6) Accessibility of the ground floor without the use 
of stairs. 

7) The base of the roof was identical to the level of 
ceiling of the adjacent lower floor. 

8) Threshold along the side of the house with the 
entrance protected by the overhanging roof 
resulting in an asymmetrical shield.

9) Chimney at the wall opposite the entrance.
10) Addition of the second wing of the house – nar-

rower parts are added at the rear longitudinal 
wall.

Blažek (2004) describes the current works of folk 
constructions, tastelessness and fake searching for 
the future shape of the countryside, which will not 
lose its identity. In Moravia, Kašparová and Rozehn-
alová (2008) present specialized methodologies for 
the planned development of villages, where they deal 
with the spatial aesthetic aspect of the rural envi-
ronment and with the preservation of the traditional 
image of the village.

If we start from the conceptual definition of cul-
tural tourism as the movement of people from their 
place of permanent residence in order to obtain new 
information and experiences that satisfy their cultur-
al needs (Richard, 2003), we can also consider folk 
architecture as one of the attractions of this form 
of tourism. In this case, the indicator of the identity 
of the countryside can serve as one of the measures of 
the attractiveness of individual settlements. Although 
vernacular architecture is mainly offered in open-air 
museums set up for that purpose, living villages that 
have at least partially retained their original rural 
character can represent a valuable element of cultural 
tourism, because it offers a live experience.

3. Methodology

This study is focused on the western surroundings 
of Brno where there is the lowest number of village 
monument reserves, zones and historically valuable 
villages. For the case study, 8 large municipalities with 
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a population of about 1000 inhabitants and 17 small 
municipalities with a population of about 100 inhab-
itants were selected (Fig. 1). The division was based 
on the assumption that large municipalities have a 
different proportion of public buildings, technical 
buildings and probably apartment buildings in their 
structure. In the second half of the last century, small 
settlements developed only minimally, and therefore 
it can be assumed that they were less influenced by 
new and architectural elements. The selection of vil-
lages for analysis was made with regard to whether 
elements of vernacular architecture combined with 
newer types of houses occur in their urban structure.

The methodology used is related to the concept of 
image use in geography (Yarwood 2005). In each case 
study village, all family houses were assessed. This 
study uses web portals with aerial maps and pan-
oramic images. The main source of data for research 
was portal mapy.cz (©Seznam.cz, a.s., ©GEODIS 
BRNO, s r.o.), which has mapped not only the main 
roads, but also all side streets of villages. The map-
ping took place in 2013–2018. Partial sources of 
information were Google maps and Street View. The 
advantage of this approach is that it is possible to 
carry out analyzes of any settlement in this way with-
out the need for financially, time- and labor-intensive 
field research. At the same time, in Czechia, in addi-
tion to a very detailed street view type display, other 
materials are available, such as geographical maps, 
historical maps, aerial photographs and aerial views, 
oblique images. Disadvantages include the fact that 
only objects that can be directly seen from the road 
or path are directly observable. Sometimes objects 
are either intentionally shadowed by tall fences or 
were shadowed by another object (such as a passing 

truck) at the time of the image. Therefore, the analy-
sis was supplemented by field research conducted by 
students as part of their seminar practices. The field 
survey allows to capture the overall atmosphere of 
the place, sounds, bustle, people’s mood or intangible 
spirit of the place among others. 

Based on findings from field research, which were 
confronted with the available literature, individual 
types of country houses were singled out. The typolo-
gy was made on the basis of similar features of houses 
that occur repeatedly and in different villages. Types 
of architecture were recorded in the map base for GIS 
with buildings accessible from https://services.cuzk 
.cz. Based on the elementary features of folk archi-
tecture such as rectangular floor plan, entrance ori-
entation, number of storeys and others, each type of 
rural architecture has a “coefficient of identity of the 
countryside” (Fig. 2).

The valuable folk architecture has the highest coef-
ficient of identity of the countryside (1). The devalued 
folk architecture and the new architecture in the style 
of folk architecture are evaluated by lower coefficients 
(0.8). Two-storey houses are rated with a coefficient 
of 0.6. Catalogue family houses are rated with a medi-
um coefficient (0.5). Bungalows, as they do not have 
the next floor and often are not so visible from public 
spaces are rated with a higher coefficient of 0.7. Cot-
tages and summerhouses are rated also with a higher 
coefficient of 0.7 whereas they are also often invisible 
from public spaces and situated mainly on the out-
skirts of the villages, even though their architecture 
is sometimes wild.

On the other hand, the lowest coefficient is for 
apartment buildings (0.1), large and high-reaching 
buildings often with flat roofs which would be more 

Fig. 1 Case study of small and large villages in three districts of the South Moravia region.  
Source: © ArcČR ARCDATA PRAHA, ZÚ, ČSÚ, 2016, own elaboration.

Case study villages:

  large village

  small village
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suitable more for towns than rural areas. Similar-
ly, as the apartment buildings, also the cube houses 
and houses of the “Šumperák” type are those which 
have no common feature with the traditional folk 
house, their coefficient of identity of the countryside 
is also low (0.2). Distinctive architecture as the artis-
tic expression of individual architects with totally new 
shapes has also a very low coefficient of rural identity 
(0.2). McMansion is rated for its excessive pomp as 
0.2 too. 

Outside the residential buildings, there are some 
civic and technical buildings in the countryside. The 
highest coefficient is given to profane and sacral 
buildings (1) which are also a part of the cultural 
heritage and a source of cultural tourism in the place, 
too. A higher coefficient is also given to civic buildings 
(0.8) as they are often treated in the local folk style, 
but some stores and municipal offices come from 
the period of socialism. They are located in the cen-
tre of the village and have flat roofs which put over-
all emphasis on the functionality rather than on the 
visual appearance of these buildings. Agricultural and 
technical buildings are rated with a low coefficient of 
0.1. They are often large untreated buildings on the 
edge of municipalities owned by companies. In larger 
villages, about 4% of buildings are garages which are 
also rated with a coefficient of 0.1.

The value of identity of the countryside index of 
the village is calculated as:

=
A1 × c1 + A2 × c2 + ⋯+  An

B
× cn

where:
RI = value of identity of the countryside index of the 

village

A1 = total buildings of architecture type 1 in the village
c1 = coefficient given to architecture type 1
A2 = total buildings of architecture type 2 in the village
c2 = coefficient given to architecture type 2
…
…
An = total buildings of architecture type n in the village
Cn = coefficient given to architecture type n
B = total identified buildings in the village

Using the formula for calculating rural architecture 
identity of villages is a pilot attempt to express identi-
ty of the countryside in a quantitative way. There are 
some factors which are not included in the formula 
and which can also affect the overall impression of the 
village and its rural identity. Some of them are land-
scape features and landscaping of public spaces, front 
gardens and also the residents’ own gardens. For 
example, large public spaces and the village green-
ery with tall trees can mask aesthetic shortcomings 
of buildings under the condition that domestic trees 
are used. Mareček (2005) suggests to cover unsuita-
ble types of cube-shaped houses in rows by planting 
broad-crowned trees in front gardens or closing the 
visual axis of the street with conspicuous, handsome 
objects. Furthermore, the appearance of the village 
centre and its main busiest streets has the greatest 
impact on the overall impression of the village com-
pared with areas on the outskirts. The distance of 
buildings from the village centre and main roads is 
not taken into account in the formula.

The discussion summarizes the possibility of using 
the formula in practice as well as the limitations of 
the formula and possible further research to specify 
a formula for calculating the identity of the country- 
side.

Fig. 2 Main types of rural architecture in the case study villages, their basic characters and coefficients of identity of the countryside.  
Source: own research.

Folk architecture devalued Folk architecture valuable
Two-storey houses  

with saddle or hip roof
“Cube” houses Apartment houses

– coefficient: 0.8
– until 1950s
– rectangular floor plan
– saddle roof
– 1 (2) storey

– coefficient: 1.0
– until 1950s
– rectangular floor plan
– saddle roof
– 1 (2) storey

– coefficient: 0.6
– 1960s, 1970s
– square or rectangular floor plan
– saddle or hip roof
– 2 storeys

– coefficient: 0.2
– 1960s, 1970s (present)
– square floor plan
– flat roof
– 2 storeys

– coefficient: 0.1
– 1970s, 1980s (present)
– rectangular floor plan, large
– saddle or a flat roof
– 2–3 storeys

Catalogue houses Bungalows McMansion
New houses 

in the manner of folk
Individual architecture

– coefficient: 0.5
– 1990s–present
– irregular floor plan
– complex hip roof with dormers
– 2 storeys

– coefficient: 0.7
– 1990s–present
– square floor plan
– tent or hip roof
– 1 storey

– coefficient: 0.2
– 1990s–2000s
– irregular floor plan
– complex roof
– 2–3 storeys

– coefficient: 0.8
– 2000s–present
– rectangular floor plan
– saddle roof
– 2 storeys

– coefficient: 0.2
– 2000s–present
– irregular floor plan
– complex roof
– 1–3 storeys
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4. Analytical results

4.1 Valuable and devalued folk architecture 

In this research, folk architecture is considered some-
thing that preserves the historical development of the 
village and has basic features such as a rectangular 
floor plan, single-storey structure, traditional orien-
tation of the entrance to the house and others. In this 
research, however, we distinguish between the deval-
ued and valuable folk architecture. Valuable folk archi-
tecture has also preserved other typical features such 
as the decoration of windows, doors, gates, the typical 
division of windows and other details that make this 
architecture aesthetically pleasing and therefore val-
uable. Devalued architecture often has modern win-
dows with large undivided glass sheets, it does not 
have typical decorations around windows, doors, or it 
has a completely new decoration, a new facade, or pos-
sibly bright colours. It is often also a time-degraded 
architecture that needs to be repaired. Many of build-
ings in the Moravian villages (up to 35%) still retain 
their original location along the street line. However, 
the façade or exterior is changing, the floors are being 
adjusted, which makes this architecture less valuable 
in terms of preserving its typical character even in 
smaller decorative elements. Valuable folk architec-
ture can be seen particularly in smaller villages (2%).

4.2 Two-storey houses, houses with wall gabled 
dormer and wall hipped dormer

Frequent type of houses represented mainly in larger 
villages (about 23%) are two-storey houses. Two-sto-
rey houses with wall gabled dormer were popular 
mainly in the 1960s and 1970s. The dormer is most 
often located in the middle of the front part of the 
house and accommodates one window. The house has 
two other windows on the ground floor, sometimes 
more. The entrance to the house is from the side and 
it is often advanced. The wall gabled dormer can also 
protrude from the facade and form a risalit, or the 
entire dormer is not placed symmetrically in the mid-
dle of the front of the house, but is located on the edge 
of the house.

Another type of two-storey house are house with 
the wall hipped dormer. This dormer is usually placed 
symmetrically in the middle of the front of the house 
and accommodates one full window. The other two 
windows are located on the ground floor. Variations 
of this type of house have the dormer located on 
the right or left. The house is also entered from the 
side. The hipped dormer allows to insertion a trian-
gular element above the window, either in the form 
of another smaller window or in the form of a trian-
gular decoration in the plaster of the house. Another 
variation is the advance of this dormer from the front 
facade in the form of a risalit. The hipped dormer does 
not have to be connected to the wall, it can also form 

a small protrusion from the roof of the house with a 
smaller window. The popularity of two-storey houses 
probably has not disappeared even today, as the ele-
ments of wall gabled dormer or wall hipped dormer 
placed symmetrically in the middle of the house front 
are still found in many new buildings. 

4.3 Two-storey houses with the flat roof, Šumperák

Houses with a flat roof have been appearing since the 
1970s. It was a very fundamental change influenced 
by functionalism. This type of house is very often a 
two-storey building with a square floor plan, so that 
it resembles a cube. It often has large windows, espe-
cially in the front side. These were the first types of 
houses with balconies in villages. A typical example 
is a cube with four large windows in the front, or a 
cube with balconies on both floors, while under the 
balcony there is a garage. Sometimes these houses 
were built in rows.

A specific type of house with a flat roof, repeat-
ing in Czechia and Slovakia, is a so-called “Šumperák” 
house. Its design was created in the 1960s by archi-
tect Josef Vaněk for the director of hospital in the 
town Šumperk. The design of this two floor house is 
famous for the balcony, which has two oblique walls 
on the sides and often with five circular windows. 
This house is so popular that certain elements of the 
bent side walls with circular windows are also found 
in completely different houses.

4.4 Apartment houses

The construction of apartment houses in the 1970s 
penetrated villages, too. Even in small villages, 
two-storey and three-storey apartment houses can 
be found. Older types often have a saddle or hip roof, 
newer types have a flat roof, which, however, further 
intensifies the conflict with the traditional visual of 
the village house. Apartment houses are not only 
remnants of the last century, but they are still popular 
today in the countryside, often with lower garages or 
balconies. The roof is no longer just flat or saddle, but 
also of other forms.

4.5 Catalogue family houses and bungalows

In 1990s, catalogue houses offer various versions 
of a comfortable family house. This type of houses, 
occurring mainly on the edges of suburban villages, 
sometimes forms entire new village districts, often 
not fitting into the original village part with the tradi-
tional buildings. They have various types of floor plan, 
various types of roofs (saddle, hip, half-hip), dormers, 
balconies and often various polygonal protrusions of 
the floor plan. They are often situated in the middle 
of the piece of land surrounded with an architectur-
ally designed garden. They often have a high fence 
separating them from the street and neighbours. 
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Single-storey family houses – bungalows represent a 
frequent category of catalogue houses. The category 
of catalogue houses is the most represented category 
of houses under construction, so today it is still one of 
the most popular family houses.

4.6 Villas, McMansion

While the term villa refers to a large representative 
family house that often reflects the architecture of 
profane buildings of various architectural styles, 
the term McMansion is pejorative designation for a 
combination of different building styles. McMansion 
evokes the appearance of luxury, where the origi-
nal noble materials are replaced by more affordable 
replacements (plastic windows, concrete interlock-
ing paving). However, neither Villas nor McMansion 
are as widespread in the vicinity of Brno. In our case 
study villages, there are only buildings with the hints 
of baroque elements – a turret with arcades, arcades 
in the front of the house, entrances to the house high-
lighted by arches and columns.

4.7 Modern country houses

In recent decades, people’s awareness of identity of 
the countryside and elements of architecture that 
make the countryside harmonious, pleasant and 
attractive has also been growing. More architects and 
owners are now interested in architecture that would 
be a representative for some kind of modern return to 
the traditional folk house (Nguyen et al. 2019). How-
ever, this architecture also accepts modern housing 
requirements such as larger windows, glass doors, 
built-in garages, floors, or dormers.

Another modern trend is the return to wood as the 
basic material of the house. New log cabins are being 
built such as residential houses, wooden houses, or 
even houses made of straw bales as a filling materi-
al for wooden constructions. Owners are attracted 
by the vision of living surrounded by natural mate-
rials, as well as the idea of sustainable architecture 
(Ragheb, el-Shimy, and Ragheb 2016). The idea of 
ecology and sustainable architecture is also the driv-
ing force behind energy-passive houses (Schnieders 
et al. 2020).

4.8 Cottages, second houses

Czechia is specific in its high number of cottages. 
Cottages and second houses began to develop at the 
beginning of the last century, when the first tramp 
settlements were established. Zapletalová (2007) 
presents a collection of 500 photographs of Czech 
cottages, in which their architecture is illustrated. The 
architecture of the first tramp huts was simple wood-
en (log cabins). In the period of socialism, cottages 
represented an escape from the collectivism, they 
compensated for closed borders and the impossibility 

of travelling. A large number of cottages can be found 
on the outskirts of smaller villages in our case study 
villages (7% of all buildings).

4.9 Representation of individual types of houses  
in the villages under research

In Moravian villages, houses of folk architecture pre-
dominate, devalued by later modifications or unsat-
isfactory maintenance. In small municipalities their 
share is 46%, in large municipalities 37%. The sec-
ond most common type of residential buildings are 
two-storey houses of various variants, which occupy 
10% in small municipalities and 23% in large munic-
ipalities. In small villages, the third most common 
house is a cottage (7%) and new houses in the ruraliz-
ing style. In large municipalities, the third most com-
mon type are catalogue family houses (10%) and cube 
houses with flat roofs.

Other types of buildings occur rather sporadically. 
Nevertheless, they influence the rural character of the 
villages either by their mass (apartment buildings) or 
ecstasy (villas, McMansions). Unfortunately, valuable 
houses of folk architecture occupy only about 2% in 
small municipalities and about half a percent in large 
municipalities.

The most common non-residential buildings are 
agricultural and technical buildings, which make up 
18% of buildings in small villages and 9.5% of build-
ings in large villages. Among them we can find objects 
of large-scale agricultural production, created during 
the period of collectivization, small industrial areas, 
transport and military facilities functioning some-
times as entrepreneurial zones now. Some of them 
represent rural brownfields. In small villages, agri-
cultural buildings are followed by civic facilities and 
sacral buildings, while in large villages, civic amen-
ities are complemented by garage areas. Although 
non-residential buildings form a minority, we usually 
find dominants among them (Tab. 1).

The overall value of identity of the countryside 
index of the case study villages is about 0.6. Small vil-
lages have a higher value of the identity of the coun-
tryside index. However, the difference between small 
and large municipalities is not so big. In small villages, 
agricultural and technical buildings represent a high 
percentage (18%) compared to large villages (8%). 
This fact causes a decrease of the countryside index 
of small villages.

5. General results and discussion

Valuable folk architecture is a significant element of 
cultural tourism in Czechia. Many village monument 
reservations and village monument zones with offi-
cial protection have information boards guiding tour-
ists from the main roads to individual attractions. The 
most visited open-air museum of folk architecture in 
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Tab. 1 The number of buildings categorized into individual types of architecture in the selected case study villages. Percentages of the 
architecture types in small and large villages are calculated.
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Coefficient of rural 
identity

0.8 1 0.6 0.2 0.2 0.1 0.5 0.7 0.2 0.8 0.2 0.7 0.8 0.1 1 0.1

Blanné 74 31 4 2 1 2 3 20 63 63 0.53

Bukovice 76 19 2 11 4 4 1 3 4 18 1 4 71 71 0.50

Němčičky 83 48 1 5 1 1 1 4 21 1 83 83 0.60

Čermákovice 90 59 4 2 1 6 6 3 18 1 100 100 0.65

Tišnovská 
Nová Ves

91 13 5 16 1 7 1 1 2 6 4 16 1 2 75 75 0.54

Prokopov 92 65 2 1 1 3 2 2 1 77 77 0.77

Vysočany 92 47 3 1 1 1 1 1 4 54 3 21 1 2 140 140 0.62

Rudlice 94 50 1 4 2 1 1 1 9 1 70 12 82 0.67

Lubě 95 33 9 1 9 1 7 60 60 0.59

Podmyče 99 13 3 8 1 15 2 30 1 73 73 0.49

Vratislávka 100 22 3 4 1 6 2 7 19 2 16 1 83 83 0.59

Přeskače 104 22 2 18 1 9 13 2 67 19 86 0.61

Chvalatice 107 90 20 8 2 1 20 4 10 1 156 156 0.68

Skrchov 111 36 16 1 4 13 70 12 82 0.62

Ochoz u T. 112 28 10 1 5 2 2 15 2 65 65 0.61

Synalov 114 53 1 11 2 1 10 13 4 9 1 105 105 0.70

Trnové Pole 115 32 4 5 1 2 1 20 65 4 69 0.55

Total number of types 
of architecture in very 
small villages

661 27 144 19 1 11 32 14 2 58 20 104 49 258 15 8 1423 47 1470 0.62

Percentage of types 
of architecture in very 
small villages

46.5 1.9 10.1 1.3 0.1 0.8 2.2 1.0 0.1 4.1 1.4 7.3 3.4 18.1 1.1 0.6

Mor. Knínice 958 153 6 48 13 3 53 16 5 26 7 3 7 73 3 13 429 10 439 0.56

Holasice 1161 154 90 26 1 126 6 25 2 10 49 1 60 550 550 0.50

Moutnice 1170 203 160 13 1 16 3 2 2 10 43 1 5 459 2 461 0.63

Blažovice 1221 270 2 63 4 1 8 18 8 2 3 11 30 2 422 35 457 0.68

Těšany 1230 193 7 68 47 2 63 3 14 38 62 9 27 533 533 0.56

Únanov 1266 158 74 56 2 10 3 51 1 1 23 17 1 30 427 119 646 0.58

Lipůvka 1294 168 120 49 7 12 58 4 2 1 11 25 63 5 525 525 0.55

Vin. Šumice 1343 107 6 242 2 5 35 5 2 38 3 11 29 485 117 602 0.62

Total number of types 
of architecture  
in large villages

1406 21 865 210 14 38 372 96 11 67 53 19 135 366 22 135 3830 383 4213 0.58

Percentage of types  
of architecture  
in large villages

36.7 0.5 22.6 5.5 0.4 1.0 9.7 2.5 0.3 1.7 1.4 0.5 3.5 10.0 0.6 3.5

Percentage of types  
of architecture 
 in all villages

39.4 0.9 19.2 4.4 0.3 0.9 7.7 2.1 0.2 2.4 1.4 2.3 3.5 11.9 0.7 2.7

Source: own research
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Rožnov pod Radhoštěm is annually visited by 350,000 
persons.

Every year, the Czech Republic evaluates the Vil-
lage of the Year competition on the basis of criteria, 
including architectural and urban principles support-
ing traditional architecture and the traditional image 
of the village among others. Results of this research 
show that even small villages may hide a certain cul-
tural potential. Due to their non-expansion in the last 
century, small villages have mostly retained their typ-
ical traditional expression. A lot of valuable folk archi-
tecture is located in these small villages even today. 
Creation of a brand of the most beautiful and valuable 
municipalities, information boards and map applica-
tions to support tourism in these municipalities could 
help their overall development.

Although municipalities with a high degree of 
preservation of traditional folk buildings are popu-
lar tourist attractions, having permanent housing in 
such municipalities is usually not popular. Their res-
idents are bound by a number of restrictions. They 
cannot build new objects on their own land, repairs 
of old buildings are also tied to a number of official 
permits. Repair of old buildings is often costly, even 
more if they want to be done precisely, with original 
techniques and materials. Nevertheless, even today, 
the number of people who consciously and voluntari-
ly choose a more modest way of life in a family house 
with the traditional elements of folk architecture is 
still rising.

The authors are aware of the subjective contribu-
tion to determining the identity of the countryside 
coefficients. The methodology is universal in terms of 
the use of data sources that are available and compara-
ble at least throughout Europe. However, the typology 
and assessment of individual types of buildings would 
need to be modified for each region, to the extent that 
folk architecture buildings differ regionally accord-
ing to natural conditions and historical development. 
Thus, specific typologies and coefficients may be valid 
for the territory of South Moravia (not necessarily 
identical to the administrative borders of the South 
Moravian Region), but local conditions should be tak-
en into account when applying the methodology in 
different regions in Czechia or abroad.

6. Conclusions

This research focuses on the typology of architec-
tural forms in the Moravian countryside and on the 
expression of identity of the countryside of case 
study villages. About 10 main architectural types of 
residential buildings were defined in the countryside, 
using predominately panoramic sceneries at mapy.cz. 
Coefficients of identity of the countryside were given 
to the architectural types based on agreement with 
the basic folk house features. A new methodology for 
calculating the value of identity of the countryside is 

presented in this research. The value of rural identi-
ty is somewhat higher in smaller villages which are 
more apart from suburbanization of Brno. These vil-
lages could have a hidden tourist potential.

Rural architecture as well as the overall image of 
the countryside has changed very much since the 
1950s. Our results show that valuable folk architec-
ture is almost lost and its impact on rural sustaina-
bility is minimal. It fits into the outgoing vision rural 
idyll (Shucksmith 2018). One possible solution is to 
protect the remaining heritage. The protection in the 
open-air museums and declared monument zones 
does not address the issue of rural sustainability. The 
protection of the folk architecture of permanently 
inhabited buildings encounters an understandable 
interest of their inhabitants in modernization and is 
not sustainable in the long run.

A more promising option would be not to allow the 
construction of buildings in the rural environment 
that are not justified in the countryside. This princi-
ple was broken in the collectivization period. Unfor-
tunately, the possibility of stopping this process in 
the 1990s was not used. The countryside was flooded 
with buildings that have no place here either because 
of their inhumane scale or foreign origin.

However, there is some hope of maintaining the sus-
tainability of the rural character of the architecture. In 
the second half of the last century, this was caused by 
cottagers (Fialová et al. 2010), whose activities pre-
vented the destruction of a large part of country houses 
and who maintain their buildings precisely to escape 
the city and therefore do not have such demands for 
modernization as the locals. Some small and very 
small municipalities are now experiencing migratory 
increases in population. It can be presupposed that 
it is people who prefer the rural way of life, includ-
ing the character of their homes, who move to them.

It is obvious that the countryside will differentiate 
not only according to the distance from regional cen-
tres, according to physical-geographical characteris-
tics, human potential and historical development, but 
also according to the degree of urban transformation 
of the housing stock. This circumstance will be impor-
tant for rural planning at the level of municipalities, 
their associations or local action groups, as well as for 
the potential development of cultural tourism. 
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1. Introduction

Economic inequalities are one of the most widely 
discussed topics among the world’s leading econo-
mists and geographers (such as Sala-i-Martin 2002; 
Smith 2008; Harvey 2010; Piketty 2014; Piketty and 
Saez 2014). In the perspective that sees inequal-
ities as a problem escalating over time (see Keynes 
2018), a state or a multinational organization must 
intervene to reduce disparities through capital reallo-
cations. The European Union (EU), or previous orga-
nizations respectively, has focused on this objective 
since its establishment when it adopted the Treaty of 
Rome in 1957 with one of the specific goals being to 
“reduce the economic and social differences between 
the EEC’s [European Economic Community] various 
regions”. An outcome of this stance was the concep-
tualization and implementation of the European 
cohesion policy in 1980s (Molle 2017). Nowadays, 
the EU spends about one third of its budget on this 
policy, implemented through EU funds every year. Its 
importance is evident from the turbulent discussions 
in countries of Central, Eastern, and Southern Europe 
about the proposed plan for cuts in the cohesion pol-
icy (e.g. AP News 2019).

However, there is a reverse capital flow exceed-
ing EU funds (Kučera 2016; Keller 2017) which may 
have a significant effect on EU cohesion policy. This 
“capital drain” (Hakenes, Schnabel 2010) is gaining 
political priority mainly in the countries experiencing 
problems with massive capital outflow (e.g. Chmelař 
et al. 2016). In a simplified dichotomous view at the 
European level, these are peripheral states in Cen-
tral, Eastern, and Southern Europe that are sourc-
es of cheaper labor and production in sectors with 
lower added value compared to the core states in 
Northwestern Europe where more advanced tech-
nology and more profitable economic activities are 
concentrated (Storper 2018; Pavlínek 2022a). In the 
literature, it is quite frequently debated at the level of 
intranational regional disparities (Hakenes and Sch-
nabel 2010; Bečicová and Blažek 2015; Hána, Helle-
brandová 2018). Although such discussion is practi-
cally non-existent among states. From the perspective 
of several theories (Myrdal 1957; Wallerstein 2011), 
capital should move from the periphery to the core 
(Wallerstein 2011).

By acceding to any economic union that aims to 
remove trade barriers, a new member state exposes 
its market to competition from the old members. In 
peripheral regions (for the difference compared to 
FDI in core regions, see Pavlínek 2022b), the inflow 
of foreign direct investments (FDI) often has a pos-
itive impact on the growing macroeconomic indi-
cators (Hlaváček and Bal-Domanska 2016). After a 
certain time, however, it facilitates the draining of 
profits from the host economy (Kučera 2016; Grela et 
al. 2017). It is a process that follows the logic of cap-
italism because FDI is primarily a tool to achieve the 

profits of TNCs (Pavlínek 2022b). Therefore, it is not 
perceived negatively at first glance, but to a certain 
extent, it may have fundamental cohesive and political 
consequences. In this context, EU funds can be per-
ceived as compensation for capital flows aimed at not 
increasing disparities (Keller 2017). It is important to 
find out how individual states stand in this process. 
The aim of this paper is, therefore, to analyze the bal-
ance of the capital drain among individual EU mem-
ber states. The article then discusses its cohesive and 
political consequences.

2. Capital drain and its impact  
on EU member states cohesion

There are specific spatial capital flows known as 
“regional drainage”, explaining the flows on the intra-
national regional level (Bečicová and Blažek 2015), 
or more generally as “capital drain” (Hakenes and 
Schnabel 2010). We can explain both essentially using 
world systems theory with hierarchical relationships 
between the dominating ‘core’ and the dependent 
‘periphery’ (in a simplified and illustrative dichot-
omous view; in reality, there is a continuous spatial 
transition through the semi-periphery areas; Pav-
línek 2022a). Due to the dichotomy of producers with 
lower-priced inputs and lower returns in peripher-
al regions and producers with higher-priced inputs 
and higher returns in core regions, the world system 
is characterized by mechanisms that cause value 
redistribution from the periphery to the core (Hol-
ubec 2009; Sorinel 2010; Wallerstein 2011). Small 
possibilities of safe and high-return investments in 
peripheries are not suitable for producers’ savings, 
which could be invested in core regions where a lack 
of available finance is in contrast. Consequently, with 
no regulation between regions or states, capital free-
ly flows and accumulates in the core (Myrdal 1957; 
Wallerstein 2011). This is one of the factors contrib-
uting to growing regional disparities and devaluation 
of capital in the peripheries, as documented several 
times at the regional level (Hakenes and Schnabel 
2010; Bečicová and Blažek 2015).

Since core and peripheries may exist on many 
hierarchical levels, we can study these flows on an 
international level. In this view, the organization 
of the global economy based on global value chains 
(Gereffi 2005) and global production networks (Hen-
derson et al. 2002) is essential. Peripheral regions are 
characterized (among other things) by a high degree 
of foreign ownership and control due to the strong 
position of core companies in comparison to periph-
eral ones, the lowering of trade barriers (including 
the establishment and expansion of the common 
market in the EU), deregulation of FDI, and various 
government policies (Pavlínek 2022a). Leading firms 
from the economic core then make higher profits in 
lower-cost peripheries (Pavlínek 2022a) and control 
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value creation and capital flows throughout the entire 
value chain. All decisions are tailored to their inter-
ests, respecting conditions in specific countries that 
may differ according to their involvement in the glob-
al economy (Gereffi 2005; Pavlínek and Ženka 2011). 
The created and enhanced value can be captured in 
the territory where it was created (Henderson et 
al. 2002), but it can also flow elsewhere, which can 
be influenced by both corporate policies (e.g., profit 
shifting to tax-advantaged countries, see Nerudová 
et al. 2023) and government policies (e.g., tax regula-
tions). Corporations thus have a significant influence 
on the places where they operate, including through 
the capturing or the transfer of values, which can take 
place in both directions to and from the host economy 
(Henderson et al. 2002; Coe et al. 2004). This process 
then has a significant influence on strengthening the 
position of the core and perpetuating the peripheral 
status (Pavlínek 2022a).

Therefore, it makes sense to compare the long-
term balance of each country’s transfers in Europe 
to understand the position of countries from differ-
ent types of regions in the core-periphery dichot-
omy. Moreover, this level of capital drain may have 
significant political effects, as this topic can be used 
and abused for political goals at the state level. It 
can be present as an uneven labor burden on behalf 
of wealthier countries, which creates not only eco-
nomic but also fundamental political inequalities 
that can lead to political tension and conflicts (Piket-
ty 2014). Therefore, there is a significant gap in our 
knowledge about this capital drain on the interna-
tional level, which should be filled for a better under-
standing of European disparities and their political 
consequences.

In the literature, capital flows such as FDI are 
commonly studied, either from an international per-
spective (Borensztein et al. 1998), including their 
relationship with political regimes and democracy 
(Jensen 2003; Li and Resnick 2003), or with a more 
focused view on their ability to be used in a destina-
tion country (Alfaro et al. 2004) and their impacts on 
the destination country (Javorcik 2004; Shahbaz et 
al. 2018; Pavlínek 2022b). Similarly, within the EU, 
flows of EU funds are often studied, with a focus on 
their impact on mitigating intra-Union convergence 
both at the international (Puigcerver-Peñalver 2007) 
and state regional levels (Lolos 2009; Kyriacou and 
Roca-Sagalés 2012). The reason is that the objective 
of reducing regional disparities was already estab-
lished in the Treaty of Rome, and later emphasized 
with each individual accession (Magrini 1999). In 
one view, the common market, as one of the building 
blocks of the EU, is not enough to alleviate economic 
and social inequalities, which is why EU regional pol-
icy was introduced (Fiala et al. 2018: 604). Accord-
ing to another view, it is precisely the common mar-
ket that creates these inequalities, which need to be 
addressed by EU regional policy (Fiala et al. 2018: 

606). The main EU tool of the regional and cohesion 
policy is EU funds (Puigcerver-Peñalver 2007) with 
a significant amount of financing (350 billion euros 
in 2014–2020, Fiala et al. 2018: 622), representing 
approximately one third of the EU budget (Goulet 
2011; European Commission 2014). 

Their efficiency has been intensively discussed, 
but no consensus has been reached concerning 
their impact on Europe-wide regional convergence 
(Ederveen et al. 2006). Becker et al. (2010) demon-
strated that the funds have a relatively significant 
positive impact on economic growth, which is also 
mentioned by Cuaresma et al. (2008). Some authors 
observe a positive impact on the growth of region-
al incomes (Lolos 2009) or intra-state reduction 
of regional disparities (Kyriacou and Roca-Sagalés 
2012), but they do not evaluate the contribution 
to Europe-wide convergence. In this perspective, 
Dall’Erba and Fang (2017) claim that the allocation 
of resources has become more efficient in recent 
years, and Grela et al. (2017) state that the countries 
of (semi-) peripheral Central and Eastern Europe are 
successfully converging to the GDP levels of the core 
older EU member states. On the other hand, Mihaljek 
(2018) applies different methods to evaluate conver-
gence and expresses a more skeptical view, claiming 
that no significant convergence has been demonstrat-
ed. An interesting observation is advanced by Gros 
(2018) in his study: there is convergence between 
east and west in the EU; however, if the comparison 
line runs between north and south, this process is 
stagnating considerably. Many authors believe that 
the EU funds do not have any significant impact on the 
convergence process (e.g., Boldrin and Canova 2001; 
Dall’Erba and Le Gallo 2008; Esposti and Bussoletti 
2008) or even that their economic impacts may be 
more significant in more developed areas (Cappelen 
et al. 2003).

On the other hand, there are monetary transfers, 
which can be included under the term “capital drain”, 
such as company dividends or bank interests from 
loans to enterprises or states by institutions from the 
European core (Keller 2007). These are not extensive-
ly studied, although they may even exceed FDI or EU 
funds flows in volume, and their direction is oppo-
sitional, from the periphery to the core. For exam-
ple, in Czechia in a third of the year 2015 (based on 
profits from foreign direct investment, income from 
work abroad, interest, and mandatory contributions 
to the common budget of the EU), the flow of trans-
fers abroad was about 450 billion CZK (approximately 
20 billion euros; 1 euro = 23 CZK), which correspond-
ed to roughly 9% of the Czech GDP. At the same time, 
about 160 billion CZK (approximately 7 billion euros) 
flowed into Czechia from abroad (Kučera 2016), plus 
93 billion CZK on average (4 billion euros) from EU 
funds in the period 2014–2020 (Ministry of Region-
al Development 2023). These disparities could have 
both international and intranational consequences. 
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It may explain a certain failure of EU regional policy 
in European cohesion because there are two reverse 
directional flows, of which EU funds play a minor role 
(Keller 2007). 

3. Methodological framework
Unfortunately, there are no pan-European sta-

tistics to contribute to this discussion about capital 
drain. Therefore, we must calculate the capital drain 
from available indicators. The methodology is based 
on the paper by Kučera (2016), who assesses the 
drain of one country as the difference between the 
gross domestic product (GDP) and the gross national 
disposable income (GDI). By following this procedure, 
we obtain positive or negative capital drain values for 
each country, which are determined by the inflow or 
outflow of the mentioned transfers.

The most frequent indicator of the level of eco-
nomic development is GDP, as the basic index of pro-
duction performance of an economy (Rojíček et al. 
2016). It can be calculated in three ways: using the 
production approach, the expenditure approach, or 
the income approach. The basic form uses the expen-
diture approach and is as follows:

GDP = C + 1 + (X − M)

where C represents final consumption (household 
and governmental institution expenditures for final 
consumption); I is the creation of gross capital; X is 
the export of goods and services, and M is the import 
of goods and services. 

However, it has two fundamental shortcomings 
(Piketty 2014). Firstly, the inclusion of expenditures 
on the restoration of used capital (production equip-
ment and buildings, including the restoration of infra-
structure after natural and other disasters) which is 
necessary to avoid constant depreciation of assets, 
leading to a reduction in production capacity and 
income, but which is not income by itself. Secondly, 
and most importantly for the aim of this paper, GDP 
does not reflect interstate or interregional capital 
flows. For example, a country where businesses are 
owned by foreign owners will have lower revenues 
than its GDP value. On the contrary, countries with 
investments abroad can have significantly higher 
incomes than the GDP they produce on their territory 
(Piketty 2014). The use of the GDP indicator would 
thus mask a “capital drain” and increasing inequali-
ties at the international level (Alvaredo et al. 2018). 
With the increasing volume of international capital 
and financial flows, multiplied by the free movement 
of labor between states, in multiple countries, the GNI 
development significantly differs from GDP. There-
fore, the GDP index is not appropriate for measuring 
living standards and interstate inequalities (Alvaredo 
et al. 2018). 

The following equation defines the transition from 
GDP to gross national income (GNI):

GNI = GDP + NY

where NY is the balance of initial income of res-
idents with non-residents (Rojíček et al. 2016). 
Eurostat, based on the European System of Accounts 
(ESA) 2010 (Eurostat 2013), classifies the three types 
of transactions between residents and non-residents 
as initial income. Firstly, there are employee remu-
nerations containing salaries and other benefits paid 
in cash or in kind that were awarded to individuals 
for their work performed for enterprises in a differ-
ent location than their place of residence (workers at 
the borders, seasonal workers, employees of interna-
tional organizations etc.). Secondly, there are employ-
ee salaries paid to non-resident workers or paid by 
non-resident employers. The most voluminous item 
of initial income is yields on investments represent-
ing income originating from the ownership of foreign 
financial assets and liabilities paid by the residents 
of one economy to the residents of a different econ-
omy. This includes interest, dividends, payments of 
branch profits, and direct investors’ share in undivid-
ed profit of companies operating in the field of direct 
investments, and income allocated to insured persons 
under insurance systems, pension security, and stan-
dardized security schemes.

The third equation expresses the transition from 
GNI to GDI:

GNI = GDP + NCT

where NCT is the balance of current transfers in 
relation to foreign countries. Rojíček et al. (2016) 
state that the main types of current transfers are, 
besides the ordinary taxes and social allowances, 
also current transfers between governments or inter-
national organizations and so-called remittance, i.e. 
payments transferred by foreign employees to their 
families – residents of a given country. An important 
equation is the application of GDI:

GNI = C + S

where C is the final consumption and S is the gross 
national savings. Finally, the last equation describing 
the relation between GDI and GDP is:

GNI = GDP + NY + NCT

where the difference between GDI and GDP is the 
balance of initial income and current transfers.

Most of the data comes from the Eurostat data-
base (2019), in particular, data concerning GDP, GDI 
(Non-financial transactions [nasq_10_nf_tr]), and the 
population size for the EU member states (Popula-
tion change – Demographic balance and crude rates 
at national level [demo_gind]), indicating the popu-
lation sizes at 1 January of the respective year. The 
observed period represents an interval from 1999 
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to 2018, which was selected in an effort to capture 
the period of European integration that involves the 
development before the widest accession in 2004, 
the critical financial crisis in 2008, and the post-crisis 
development by 2018. The period ends a year before 
the turbulent time affected by the COVID-19 pan-
demic and avoids any measures from the end of 2019 
responding to the approaching virus threat as well. 
Croatia was omitted because it was not a full mem-
ber of the EU for the majority of the observed period, 
and Eurostat did not have all the required information 
available, which is necessary for an empirical analysis. 
The UK is considered to be a member state because it 
was throughout the studying period.

For assessing international inequalities between 
EU member states, we used the Gini coefficient as the 
most frequently used tool for comparing the relative 
values and their regional concentration. Based on the 
definition, its values may range from 0 to 1, where the 

value 0 represents equal distribution of wealth, and 1 
represents maximum inequality, where wealth is con-
centrated in the hands of a single individual. An aver-
age coefficient may be used for comparison of various 
populations, countries, or regions (Eckey and Türck 
2005). Another method of measuring regional dispar-
ities is a population-weighted form of the Gini coef-
ficient which reflects differences in the population 
of units. The EASYSTATS statistic tool from Novotný 
et al. (2014) was used for data administration and 
Gini coefficient calculations.

4. Observing capital drain and its impact  
on inequalities within the EU

The EU presents many opportunities to its member 
states. Apart from its broad social and political influ-
ence on them, the opportunities for these states are 

Fig. 1 GDP per capita and average yearly balance of financial transactions with non-residents (2018 in €; 1999–2018 in % of GDP). 
Source: Eurostat 2019; authors’ calculations.
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to influence world political events and to participate 
intensively in the future of Europe, as well as the EU’s 
emphasis on human rights and peaceful dispute res-
olution, the economic aspect mainly revolves around 
access to the EU market and EU funds. However, 
there are also some “hidden” negative consequences 
that could have crucial adverse impacts on econom-
ic performance, EU convergence, and the economic 
and political development of some countries. One 
such consequence is capital drain, best reflected in 
the difference between GDP and GDI. This difference, 
relative to the GDP amount, is displayed in Fig. 1 for 
three different periods: 1999–2004 as the period 
before large-scale accessions to the EU, 2005–2010 as 
the crisis period, and 2011–2018 as the period after 
the end of the global financial crisis and before the 
COVID-19 pandemic.

In Fig. 1, we can observe several extremes. Ire-
land and Luxembourg are the largest ones. These two 
countries are top European tax havens (Delate 2022; 
Hána 2022), and thanks to their favorable tax system, 
multinational companies may reroute their profits to 
these countries, resulting in their GDP being much 
higher than GDI. This example thus emphasizes the 
need for careful interpretation, as sometimes the neg-
ative difference between GDP and GDI can be caused 
by capital drain, where a part of GDP flows abroad 
(and therefore GDI is less than GDP), while other 
times it can be caused by a given country significantly 
increasing its GDP by receiving various types of capi-
tal flows from abroad. A similar example can be noted 
to a lesser extent in Cyprus, which is also considered 
one of the European tax havens (Delate 2022; Hána 
2022). In contrast, this difference between the two 
indicators does not appear in the case of the Neth-
erlands, although according to some sources, it also 
exhibits characteristics of a tax haven (Delate 2022; 
Hána 2022).

By 2004, we can generally say that the higher the 
FDI, the greater the GDP growth, and the more mas-
sive the outflow of capital in the form of dividends 
from the host country that reduces the value of FDI 
remaining in the investing economy (Kučera 2016). 
Except for France, Portugal, Belgium, and Greece, all 
EU-15 countries had negative balances in this peri-
od 1999–2004. This can again be explained in two 
ways. The example of Spain as a top receiver of FDI 
(Carbonell and Werner 2018) shows that a nega-
tive balance can be caused by the positive balance of 
investment flow. Basically, the same situation is typi-
cal for Central and Eastern European countries in this 
period (Mahutga and Bandelj 2008; Simionescu et al. 
2017) which opened their economies to FDI mainly 
from Western European countries (which may cause 
negative values in Western Europe). However, it has 
to be noted that even Western Europe is not exempt 
from capital drain, and it may influence negative val-
ues in this region as well. The EU’s annual balance is 
negative, with an average of 150 billion euros ‘flowing 

away’ from it annually (Eurostat 2019; authors’ calcu-
lations). The question is, where to (there is a possible 
influence of the flow to non-European tax havens or to 
the U.S. and Eastern-Asian investments, which should 
be researched in more detail). Hungary’s position is 
quite special. We could assume that its significant 
negative balance in this period is due to a different 
liberalization process in Hungary, which began before 
1989 during the last decade of the Communist regime 
when it allowed joint ventures with foreign firms and 
later legalized their foreign ownership in the 1980s 
(Mahutga and Bandelj 2008). Similarly, its privatiza-
tion process in the transition period was faster than in 
other countries (e.g., Bonin et al. 2005). In the studied 
period, therefore, there could already have been mas-
sive capital drain from Hungary.

To a large extent, the 2005–2010 period can be 
considered a transition stage. As it is the period after 
the EU accession of new member states in 2004 and 
the opening of the labor market (with a transition 
period of several years in some countries), we can 
observe, in addition to the already mentioned FDI 
and tax havens, the important role of EU funds for 
the resulting balance and the influence of remittanc-
es as well. Some new member states (such as Latvia, 
Lithuania, and Romania) experienced a high level of 
economic emigration, bringing back a considerable 
amount to the country, manifested in GDI increase. On 
the other hand, a capital drain in the Central Europe-
an countries grew stronger. The situation since 2011 
is more or less similar to the previous one. Develop-
ment in Denmark is remarkable. In the first period 
observed, Denmark ended up with a significantly neg-
ative balance, but currently, the balance is positive. 
This example can demonstrate the general character-
istic cycle. In the first stage, a western country is an 
investor whose investments do not yield any profits 
yet. In the second stage, the balance is settled, and in 
the final stage, the country reaches a positive balance 
of transactions with foreign countries. Czechia can 
be seen as an opposite example: the massive inflow 
of FDI from the 1990s caused the growth of negative 
balance, making it the economy with the most nega-
tive balance of transactions with non-residents, after 
omitting the tax havens’ outliers. 

4.1 Economic inequalities measured on the basis  
of GDP

First, let us briefly examine the level and develop-
ment of economic inequalities based on GDP, which 
is a macroeconomic indicator that does not reflect a 
capital drain. Fig. 2 shows data from 1999 to 2018, 
with the Gini index starting at 0.40, indicating very 
high inequalities in the observed area. A lower level of 
the population-weighted form of the Gini coefficient 
can be explained as follows. The new member states 
(referring to states that joined the EU since 2004) 
represent only about 20% of the total population of 



Consequences of capital drain among EU member states 231

the EU-27 (Eurostat 2019; author’s calculations), 
which reduces the weight of the overall polariza-
tion between the old and new EU members signifi- 
cantly.

The first stage, by 2004, is defined as the EU acces-
sion preparation stage of the candidate countries. We 
can observe a sharp decline in inequalities, explained 
by the massive inflow of capital into Central and East-
ern Europe and the introduction of more advanced 
manufacturing technologies in these countries. In the 
second stage, from 2004 to 2008, GDP continued to 
grow, and the Gini index dropped from 0.37 in 2004 to 
0.33 in 2008, which can be considered a great success 
of the EU in reducing disparities.

The third stage, from 2008 to 2015, influenced by 
the global economic crisis (2008–2009), saw slight-
ly growing inequalities. It is not necessarily just the 
weak impact of the EU cohesion policy; we must 
consider the fact that periods of crisis always have 
a negative impact on increasing inequalities (Novot-
ný 2006; Goda 2018). The Greek rescue package and 
the establishment of the European Stability Mech-
anism (ESM) by the Eurozone member states might 
have been important factor as well. The duration of 
the rescue process is similar to the period during 
which we noticed the growth of inequalities. The 
drop in Greece’s GDP, gradually drifting away from 
the average, was increasing the overall dispersion 
of values, which consequently has an impact on sta-
tistical indicators of inequalities. We must also con-
sider the problems of other countries, such as Spain, 
Portugal, Italy, and Ireland. We can see, mainly from 

the population-weighted form of the inequality coef-
ficient, how much Spain and Italy, countries with large 
populations, dropped by 100% of the EU average in 
that period, which again increases the dispersion 
of values and the aggregate coefficient. In the case 
of Ireland, its drop in GDP between 2008 and 2014 
can be seen as quite the opposite because its develop-
ment actually appears to be approaching the average, 
reducing the dispersion of GDP values. For the record, 
Eurostat indicates that Ireland dropped from 148% of 
the EU average in 2007 to 129% in 2009. In 2018, it 
grew again to 181%, this time resulting in divergence 
compared to other countries. Considering that many 
countries experienced a drop below the average, we 
have to ask who was growing above the EU average 
in the last period. It was Germany, which grew from 
117% of the average in 2007 to 126% in 2015, Den-
mark, which grew from 123% to 128% in 2014, and 
Hungary, which grew towards the EU average between 
2008 and 2015 by 8 percentage points. Recession in 
the Baltic states, prolonged stagnation in Slovenia, 
and Czechia during the post-crisis years resulted in 
divergent movements of European economies.

The last stage, from 2015 to 2018, is characterized 
by a reduction in overall disparities. GDP growth val-
ues exceed 2% again, which has a positive impact on 
the overall reduction of disparities and overall con-
vergence. We must note that the EU-27 did not man-
age to reach the inequality values before the global 
economic crisis until 2018, when the observed coef-
ficients already show slightly lower values than in 
2008. However, based on the authors’ calculations, 

Fig. 2 Gini coefficient of GDP per capita for EU-27 (1999–2018). 
Source: Eurostat 2019; authors’ calculations.
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the Gini index for the former EU-15 in 2018 was 0.24, 
compared with a mere 0.18 in 1999.

4.2 Economic inequalities measured on the basis  
of GDI

Inequalities measured based on GDI led to an interest-
ing observation and surprising results at first glance. 
When comparing the charts in Fig. 2 and 3, it is possi-
ble to conclude that the level of disparities measured 
by GDI is slightly lower than when using GDP. Howev-
er, the explanation is clear. Upon closer examination of 
the outliers, Ireland and Luxembourg, we can see their 
significant decrease (Ireland falls by 20%, and Luxem-
bourg by 30%), which, in turn, results in the reduc-
tion of dispersion from the average and a decrease 
in variability rates. A similar situation is observed 
at the opposite extreme in the second period, in the 
case of Romania, and in the third period, in the case of 
Bulgaria, with positive balances of transactions with 
non-residents, which again leads to a reduction of 
dispersion from the average compared to the varia-
bility measured from GDP. After disregarding the out-
liers, Ireland and Luxembourg, we obtain an opposite 
result. However, the difference in the Gini coefficient 
of GDI is higher by only 3 thousandths compared to 
GDP. The development trends in inequalities meas-
ured by GDI are almost identical to those measured by 
GDP. In the observed period from 1999 to 2018, con-
vergence between EU member states was revealed.

However, the aggregate index of inequalities with-
in the entire EU does not indicate the development 
of individual countries or regions. Fig. 4 illustrates 

how the GDI value has changed in relation to the EU 
average over the three periods from Fig. 1. In simple 
terms, a reduction of European disparities would 
occur if richer countries achieved values below 100, 
and poorer countries achieved values above 100. 
Richer countries, in most cases, move slightly below 
the value of 100. But their distance from the EU aver-
age is not so crucial as to claim that it contributes to 
reducing disparities in the EU. Moreover, in several 
cases, there is an increase (above 100) in the dis-
tance from the EU average in some richer countries 
(e.g., Belgium, Germany, Netherlands, and Austria). 
Conversely, there are a few positive cases of poorer 
countries approaching the EU average (e.g., high val-
ues of Bulgaria, Romania, Lithuania, and Latvia), but 
it slows down over time. It corresponds to the sharp 
reduction of inequalities in 1999–2008 in Fig. 3 and 
could be the effect of incoming FDI in the first period 
and the subsequent capital drain, which has slowed 
the divergence with the core region. In several cases, 
the values of these countries are around 100 or even 
below it (e.g., Hungary in 2005–2010 and Poland in 
1999–2004). 

In the discussion of the world system theory, we 
came across a difference between the old and new 
member states. The development of new member 
states, which we can describe as peripheries, and 
their convergence with the old and economically 
more advanced member states from the Europe-
an core (Storper 2018; Pavlínek 2022a) needs to be 
considered as one of the priorities of the European 
cohesion policy, as stated in one of the specific goals 
stated already in the Treaty of Rome. In Fig. 5, we see 
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Fig. 3 Gini coefficient of GDI per capita for EU-27 (1999–2018). 
Source: Eurostat 2019; authors’ calculations.
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a continuous increase in the share of new member 
states in the total GDP and GDI of the EU. Again, we 
can confirm that there is a certain degree of conver-
gence between the old and new member states. Nev-
ertheless, the share of new member countries still 
does not correspond to the share of their population, 
which we could then call a sign of equalization of 

inequalities within the EU. If the inhabitants of these 
countries have fewer wealth resources than the rest 
of the EU, we can still consider them the poorer part 
of the EU. Moreover, we can see a difference between 
the share of GDP and GDI as well. A significant part of 
the produced capital is drained from these countries, 
reducing the disposable wealth made by their labor.

Fig. 4 Change index of the annual GDI development of individual states compared to the annual European Union average (1999–2018). 
Source: Eurostat 2019; authors’ calculations.

Fig. 5 Shares of new EU member states in selected attributes (1999–2018). 
Source: Eurostat 2019; authors’ calculations.
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5. Discussion about cohesive and political 
consequences

The available literature offers several interpretations 
of inequalities in the EU territory. However, almost 
none of them also evaluate the hidden capital drain 
that is not shown in the value of the commonly used 
GDP. Surprisingly, when using GDI, which accounts 
for the capital drain that, according to world systems 
theory, flows from the periphery to the core (Myrd-
al 1957; Holubec 2009; Sorinel 2010; Wallerstein 
2011), inequalities in the EU are smaller than when 
using GDP. However, it is necessary to add that this 
is primarily due to the distorting extremes of Ireland 
and Luxembourg, the countries with the highest GDP 
in the EU and the biggest difference between GDI and 
GDP. It highlights the fact that both countries are tax 
havens, which fundamentally affects the level of GDP 
(due to profit shifting by corporations) and the sub-
sequent comparison. If we disregard these outliers, 
we get an opposite result of the Gini coefficient of 
GDI, which is, however, only slightly higher compared 
to GDP. At the same time, we can see a considerable 
reduction in inequalities both in the case of count-
ing GDP and GDI. Although this stopped in 2008, and 
since then there has been a slight increase or stagna-
tion caused by the crisis (a common characteristic of 
crises, as see in Novotný 2006; Goda 2018), in the last 
years of the observed period, the values of the Gini 
coefficient have fallen again. However, this decrease 
in inequalities is not at the same pace as before 2008.

However, this generalized view cannot reveal all 
the details associated with capital drain between 
countries or EU regions. Many countries from the 
European core and periphery have GDIs that approach 
the European average from both sides. In light of this, 
we can conclude that some degree of economic con-
vergence among member states is occurring in the EU. 
However, there are a few countries within the Europe-
an core that are extending their lead over the EU aver-
age in GDI (Belgium, Germany, Netherlands, Austria). 
Conversely, there are a few countries that are moving 
away from the mean (Hungary, Poland, but only in 
certain periods). Based on the difference of GDP and 
GDI shares in the new EU members states (accessed 
since 2004), we may see that capital drain reduces the 
statistics of their economic performance. Therefore, 
we can say that capital drain does not have a major 
impact at the pan-European level but has a negative 
impact on some new member states that have less 
available capital or wealth than they have generated 
through their own labor (Kučera 2016). 

There are important cohesive and political impli-
cations of this capital drain. If we compare periods 
before and after 2004 when the new member states 
accessed the EU, the convergence was only slightly 
slower, and GDI growth was only slightly lower in the 
first period. This calls into question the impact of EU 
membership in reducing inequalities, which should 

be one of its essential political tasks according to 
the founding treaties. Is there this trend, or is the EU 
riddled with capital drain that disrupts any political 
efforts to support the peripheries with a more diffi-
cult position in the common market? It is necessary 
to note that the effort to invest and the use of profit 
is quite natural in capitalism and not a negative phe-
nomenon in principle. However, in the global econ-
omy and international relations, leading firms from 
the world’s economic core control value creation and 
capital flows regardless of any other interests unless 
government policy sets out clear regulations (Hen-
derson et al. 2002; Gereffi 2005; Pavlínek and Ženka 
2011). Thanks to the hiddenness of capital drain, it 
can exceed a tolerable level and can significantly dis-
rupt the positions and well-being of some countries 
when they cannot use the wealth they have created 
on their territory to a large extent. However, the crisis 
period from 2008 to 2015 is very risky when evaluat-
ing the efficiency of the cohesion policy. The growth 
of inequalities might be seen as its failure, but there 
could also be the potential positive impact on the 
moderation of European inequalities growth during 
the crisis. Thus, the question remains about how EU 
inequalities will continue to change after the end of 
the series of crises associated with the COVID-19 pan-
demic and the Russian invasion of Ukraine.

Evaluating the capital drain, one of the highest 
levels of negative balance for Czechia requires con-
sideration. The 7% outflow of produced assets is 
significantly above the European average. There-
fore, it is necessary to resolve this situation (e.g., by 
reforming the Czech tax system or introducing a com-
mon EU tax system) and open a political discussion 
about this phenomenon nationally and in the EU as 
well (Chmelař et al. 2016). The reason is crucial. The 
reduction of disparities under these conditions might 
not be regarded as positive by voters in the new mem-
ber states. These states can reach the average income 
of the EU in 40–80 years; it is not so hopeful an out-
look, which may lead to a wave of populist approach-
es promising a faster convergence process using less 
acceptable interventions (Mihaljek 2018). In more 
general terms, strongly unequal societies tend to dis-
integrate democracy by voting authoritarian leaders 
and to become unstable societies (Tridico 2018), 
which is now threatening Europe (Weeks 2018; Tis-
maneanu 2019), mainly the Central European region 
(Plenta 2020; Mravcová and Havlík 2022).

6. Conclusion

The aim of this paper was to analyze and discuss 
capital drain in the EU and its cohesive and political 
impact. Once capital drain is taken into account, the 
level of inequality is slightly lower. This suggests that 
the inflow or outflow of capital in the form of divi-
dends does not significantly contribute to increasing 
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disparities within the EU. However, it does have a cru-
cial impact on some states in the EU’s periphery, from 
which a relatively large amount of capital is drained. 
This may lead to negative political consequences, 
including rising instability and the emergence of pop-
ulist political parties that promise radical interven-
tions. Such a political situation is particularly preva-
lent in Central European countries, which serve as the 
primary source of capital drain. This article seeks to 
highlight the necessity of discussing the current situa-
tion at both the national and EU levels, with a focus on 
tax system reforms and the potential introduction of 
a common European tax policy aimed at curbing this 
capital drain. By doing so, it may be possible to meet 
the expectations of new member states and the lofty 
objectives set forth upon the founding of the EU with 
the signing of the Treaty of Rome in 1957.
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ABSTRACT
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1. Introduction

Desertification is one of the challenging results of 
climate-change and anthropogenic land-degradation 
(Kasas 1995; Stringer 2008). It threatens biodiversity 
(Musila et al. 2001), modify climates at the regional 
scale and can even destabilize food production and 
economic chains. 

The progression of sand against vegetation is par-
ticularly acute on coastal sand dune, where urbaniza-
tion, recreational and touristic activities, erosion from 
climate change, from anthropogenic origin, or from 
extreme events (Opelt and Berg 2004; Lee et al. 2006; 
Lavigne et al. 2009) are all adding supplementary 
pressure to the bio-geomorphologic system. Despites 
negative impacts from a human ethics and economic 
perspective, aeolian sand movement on coastal dunes 
is a natural process that responds to climate fluctua-
tions, and without human intervention, vegetation is 
also controlling the erosion from waves runup (Feagin 
et al. 2019), resulting in complex systems, with com-
plex effects on vegetation. Indeed, the variable geo-
morphologic units can generate localized micro-cli-
mate increasing the species richness and diversity 
(Ranwell 1972; Kenworthy 1990) and contributing to 
the diversity generated by nutrients, pH, earthiness 
and rate of change (Yu and Rhew 2007). Dune mobil-
ity is thus displacing vegetation, while creating local 
diversity.

From a management perspective, however, dune 
mobility has been proven to negatively impact eco-
nomic activities (Maun and Baye 1989, Martinez et 
al. 1997; Levin et al. 2006), so that the local commu-
nities and the authorities have attempted to fix the 
fluctuations of this frontline using vegetation planting 
(Menashe 1998; Van Loon-Steensma and Schelfhout 
2017; UNCDD 2022) and a combination of imported 
soil and plants (Hong and Lee 2016). This manage-
ment relies on a knowledge of: (a) the spatial dis-
tribution of vegetation, which is assessed by remote 
sensing (Laporte-Fauret et al. 2020) to extract nota-
bly the NDVI index (Levin et al. 2006); and (b) the 
dynamic processes from flume and field experiments, 
which have led to the generation of “factor of safety”. 
It expresses the role of the plant in increasing the sta-
bility of a sand dune against wave runup for instance 
(1 and 2 in Laporte-Fauret et al. 2020):

ϑ = − 31.809
[−31.809 + (0.034 × a)]

ϑ = − 48.039
[−48.039 + (0.027 × a) + (0.005 × b) + (8.2 × c)]

 (1)
ϑ = − 31.809

[−31.809 + (0.034 × a)]

ϑ = − 48.039
[−48.039 + (0.027 × a) + (0.005 × b) + (8.2 × c)]

 (2)

where a is the above ground biomass, b is the num-
ber of leaves per square meter and c is the average 
stem circumference in cm (cf. Feagin et al. (2019) for 
further details on the data and calculation). In both 

empirical equations, the emphasis has been given to 
the aerial part of the vegetation, but using four (4) 
different species (Sesuvium portulacastrum, Pani-
cum amarum, Ipomoea pescapre and Spatina patens), 
however Feagin et al. (2019) have also argued that 
the part below ground have an impact on wave ero-
sion. Extending this idea, buried vegetation and root 
systems certainly have an effect on the erodibility of 
the coastal sand dunes, would it be from the action 
of waves or wind-blows. Consequently, understanding 
the distribution of buried vegetation and roots in the 
subsurface of coastal sand dunes is essential to under-
stand the balance at the frontlines between vegeta-
tion and sand surface, and for any accurate estimation 
of sand-dunes biomass.

For this purpose, one method that has proven to 
be particularly effective in surveying the subsurface 
of coastal and other sand dunes is Ground Penetrating 
Radar (GPR). GPR is an electromagnetic method that 
relies on the change of velocity and reflected energy 
from linear and punctual objects in the ground, with 
change in the dielectric permittivity being the main 
reason for those variations. By recording series of sin-
gle radar traces, juxtaposed one to another, it is then 
possible to obtain an “image” of the subsurface. This 
technology began to emerge in the 1960s and was 
well explained by the end of the 20th Century (Davis 
and Annan 1989; Conyers and Goodman 1997; Reyn-
olds 1997). For coastal dunes, originally, digging deep 
trenches in unconsolidated sediments was lined with 
difficulties, and GPR started to reveal the complex 
internal structure of coastal dunes over long-transects 
in otherwise inaccessible settings (Neal and Roberts 
2001), as well as dunes in other environments – e.g. 
in Antarctica (Bristow et al. 2010a).

Comparing trenches visuals with GPR data, strong 
reflectors in sand dunes have been linked to humic 
horizons (Neal and Roberts 2001; Gomez et al. 2010) 
and other paleosols buried during dune movement 
(Buynevich et al. 2007). Similarly, reflectors of lower 
amplitude and inclined at angles related to the fric-
tion angle of dry sand (between 30 and 37 degrees) 
and typical of the sand dune processes, have also 
been identified in most of the research on sand dune 
internal structure (e.g. Kain et al. 2014). This relation 
between GPR reflectors and sedimentary units has 
then allowed for large-scale GPR surveys in the Namib 
Desert (Chandlers et al. 2022), providing then exten-
sive images of the subsurface structure.

In combination with dating from Quartz optically 
stimulated luminescence, the different layers identi-
fied with GPR could then be used to define the age 
of different paleosurfaces in sand dunes from Soulac 
to Biarritz in the Southwest France for instance (Ber-
tran et al. 2020), showing that aridification periods 
also coincided with high-wind speeds during the last 
25ka to 14ka. Such methods have also been used and 
extended to other environments to make inferences 
on extra-terrestrial bodies (e.g. Bristow et al. 2010b). 
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It then demonstrates the importance of sand dunes 
to assess aeolian activity (Anthony et al. 2010), how 
sea-level changes influenced the coasts (Skornik et al. 
2008) as well how sand dunes can be used to asses 
past-meteorological variations (e.g. Sommerville et al. 
2007).

Because sand dunes are mostly made of homo-
geneous well-sorted grain-sizes (from the GPR 

perspective), they are well indicated for GPR stud-
ies (Braton and Montagu 2004) and the search for 
buried vegetation and roots. When tree roots have a 
pluricentimetre diameter, it is even possible to meas-
ure the diameter from GPR, as it has been shown 
from 500 MHz – or higher frequency – antenna tests 
(Barton and Montaagu 2004). In other words, the 
relative homogeneity of the sand blowouts makes 

Fig. 1 Study location on (A) the West Coast of Japan, where (B) 4 GPR transects were acquired in an East-West direction. The location during 
the historical period shows variations in the sand dune land cover, although in (C) 1948, (D) 1952, (E) 1977 and (F) 2007, no major vegetation 
encroachment is recorded in the area. Only transect 4 has been in vegetated areas (1948 and 1952). The yellow-dotted line marks the fence 
acting as a sand-barrier.
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the identification of punctual objects, such as buried 
anthropogenic elements and vegetation and roots, 
easier than in environments that are block-rich and 
where the material is poorly sorted (e.g. Gomez and 
Lavigne 2010). And, even in well-sorted environ-
ments, the variation in grain-sizes can generate arte-
fact-limits, which can be difficult to identify (Gomez et 
al. 2008, 2009). Furthermore, to the contrary of sand 
dunes, moisture-rich silty and clay-rich soils can lim-
it the contrasts between the substratum and the tree 
roots, leading to further difficulties in interpreting the 
results (Butnor et al. 2001). Coastal sand dunes are 
thus an ideal environment to study buried vegetation 
and roots using GPR, and thus retrieve the presence of 
otherwise invisible biomass and vegetation.

The present study is thus aiming to image the sub-
surface in the vicinity of low-grass vegetation in order 
to assess whether vegetation extends further under-
neath the sand, remaining invisible to other airborne 
remote sensing techniques. These techniques are 
essential, because, by law, one is not authorized to dig 
a trench or a hole in the Tottori Sand Dune over envi-
ronmental concerns.

2. Study area

The present research was conducted at the Tottori 
Sand dune in Tottori Prefecture, Japan (Fig. 1).

The coastal sand dune is located on the West 
Coast of Japan and fully ex-tend along a 16 km long 
band, which is about 1 km in width. The sand dune 
has been dated from tephrochronology to be 50 ka 
to 70 ka (Naruse 1989), with this sand-dominated 
feature trapped between the sea and other coastal 
plain deposits (Murayama et al. 1963; Tamura et al. 
2010). Although the Tottori prefecture is not an arid 
area per se with annual rainfall ranging between 
1300 mm/year to 2000 mm/year in the last 20 years 
(JMA 2023).

In the present survey, we focused on the area 
named Hamasaka (Tamura et al. 2011), at the land-
ward-edge of the dune, where the dune is active and 
sand fencing has been installed. Fencing is necessary 
because the main wind directions oscillate between 
WNW and NNW at velocities >8 m/s 3.5% of the time, 
and >12 m/s about 1% of the time (Tamura et al. 
2011). Using GPR, Tamura et al. (2010, 2011a, 2011b) 
have imaged the Tottori sand dune along two paral-
lel transects of 600 m and 1,200 m, which provide an 
overall overview of the dune structure. But there has 
been no localized study working on the vegetation, 
nor has there been detailed imaging of the first 2 m, 
as previous studies have concentrated on the general 
structure.

On the sand-dunes of Tottori prefecture, a total of 
132 vascular plant species have been found, among 
which 4 are endemic species, distribution of which is 

Total error Long. error (m) Lat. error (m) Alt. error (m)

Control points 0.025 0.025 0.003

Check point 0.025 0.031 0.031

Control points

Check point

GNSS SYSTEM
TOPCON
HiPerSR/GGD

DJI MATRICE 300 RTK

29
0 

m

280 m

Fig. 2 Topographic data acquisition along a 280 m × 290 m square using the DJI MATRICE 300RTK UAV in combination with Ground Control 
Points and Check Points recorded by GNSS commercialized by TOPCON.
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linked to the dunes’ dynamics and the anthropogenic 
activities (Iwasato and Nagamatsu 2018).

3. Methodology

3.1 Topographic data and orthophotographs

As sand dunes change topography and surface vary 
rapidly, notably under the influence of wind blow-
out, the topography and the imagery was acquired 
within a few hours of the GPR data, to assure that the 
topography is conform to the GPR transect, and also 
because high-resolution imagery allows to confirm 
the length of the transects recorded by the GPR.

The UAV used for the survey is a DJI® Matrice 
300 RTK (Fig. 2), which was flown using automatic 
flight. From the UAV a set of photographs was taken 
using a Zenmuse P1 camera at an altitude of 30 m, 
with a flight speed of 3 m/s, and with an overlap ratio 
of 80% laterally and in the direction of the flight.

In combination with the Ground Control Points 
recorded using a GNSS (Global Navigation Satellite 
System) commercialized by TOPCON® (Fig. 2), the 
photographs were processed in the SfM-MVS (Struc-
ture from Motion-Multiple View Stereophotogram-
metry) processing software Agisoft® Metashape 
generating an orthophotograph at a resolution of 
0.01 m/pixel (for detailed explanation on the meth-
ods, see Gomez 2022), and an altitude error at the 
check points of 0.031 m, which is below error that 
would influence the result of the GPR results.

3.2 Ground Penetrating Radar data acquisition  
and processing

The internal architecture of the sand dune in the 
survey area was imaged using a Ground Penetrating 
Radar (GPR) Mala® ProEx mounted with a shielded 
800 MHz antenna, from which distance was meas-
ured with a coding wheel. Four transects of length 
93 m to 178 m were recorded starting landward, and 
directed towards the sea in an East–West direction 
(Fig. 1). The accuracy of the GPR signal is related to 
the vertical resolution (R) of the collected data (3), 
which has been calculated to be equivalent to the radi-
al resolution, which can be approximated to be 1/4 
of the wavelength (Reynolds 1997), and which can be 
determined as the velocity (V) divided by the nominal 
frequency of the antenna (f):

R = 1
4

V
f

 (3)

In such a way, the ratio of velocity over frequen-
cy for a 800 MHz antenna in free-space (velocity 
299,792,458 m/s) is 37.47 cm, and it becomes 18.75 cm 
(velocity 150,000,000 m/s), so that the maximum 
accuracy that is attainable with the present dataset 
is 4.6875 cm. In other words, the 800 MHz antenna 

will not be able to image single roots or single stems 
in vegetation, but it will provide an image when there 
are “clots” of vegetation and roots and soil, or wetter 
sand that can create a local reflector.

The collected GPR data were then processed fol-
lowing a 7 steps procedure (standard procedure 
found for instance in (Ettinger et al. 2014; Gomez et al. 
2008, 2009; Gomez and Lavigne 2010 ): (1) the mean-
time zero correction, so that the 0 corresponds to the 
topographic surface; (2) DEWOW function applica-
tion to limit the effects of the surface “ringing effect”; 
(3) Gain correction compensation with AGC Gain 
correction, with an empirical value of 1.1 dB/m and 
a maximum amplitude of 10k dB/m to avoid over-sat-
uration; (4) based on the slopes of the hyperbolae, 
the average velocity was set to 1.5 m/ns (typical of 
dry unsaturated and dry sands); (5) Migration of the 
radargram for velocity, using a unit-velocity field and 
migration for topography based on the topographic 
data extracted from the topographic data acquired by 
UAV.

4. Results

The radargram extracted along transect 1 (Fig. 3) is 
topographically lower seaward. The internal struc-
ture of the radargram is composed of sets of 30 to 
35 degrees (Fig. 3-B) with two areas of ~30 m lee-
ward (Fig. 3-C), and ~25 m in the upper area, where 
a < 1 m thick sets of layers are displaying series of 
units’ sub-parallel to the present topography. There is 
a sharp contact between these sets of units near the 
surface and the underlying units at a steeper angle. 
The two units near the surface (a) and (b) (Fig. 3-B), 
are the latest deposits, and underneath (b) two gen-
erations of accumulations separated by ‘reactivation 
zone’ (c and d) serve as a base to the most recent accu-
mulations (b). Underneath the inclined layers, there is 
a buried unit (f) that resembles the b, c, d units. 

Both zooms C and D (Fig. 3) are also displaying a 
high-concentration of hyperbolae (the sets of black 
and white arrows). The black-arrows are for hyper-
bolae are generated by objects located at the surface. 
In the majority of cases, the hyperbolae are aligned in 
sets of single layers, instead of being mixed at differ-
ent depths. The hyperbolae have all very close slope 
angles in both the rising and falling limbs, across the 
radargram confirming the similarity of the material.

At both the beginning and the end of the transect, 
the concentration of hyperbolae is linked to the pres-
ence of punctual objects, which are related to the 
dune vegetation, and invisible from the surface.

The second transect, (Fig. 4) is parallel to tran-
sect 1 (Fig. 3) and it presents similarities with the 
later. The roots or buried aerial part of the vegeta-
tion creates a large number of hyperbolae between 
72 m and the end of the transects. The hyperbolae 
are again concentrated in one single layer (Fig. 4-B) 
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Fig. 3 The radargram acquired at transect 1 and the explanation of both the major units and the distribution of the punctual objects  
in the subsurface noted as black and white arrows in the zoom; please note that these are not exhaustive lists and other hyperbolae  
exists, although their interpretation was uncertain (High-resolution files available upon request).

Fig. 4 Transect 2 divided between the radargrams (A), the limits between the different units (B) and a Zoom showing a potential  
blowout sets of layers (C). A photograph also shows the place where the GPR was dragged (High-resolution files available upon request).
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Fig. 5 Transect 3 acquired by GPR (A) and of which the major units have been extracted (B). The first 30 m shows a complex set of layers  
and hyperbolae (C), where two hyperbolae (C1 and C2) also suggest the presence of foreign material (D) (High-resolution files available upon 
request).

although vegetation only appears towards the end of 
the transect near the ridge at 90 m distance (VV on 
the photograph at the end of the transect on Fig. 4). 
At the beginning of the transect, there is also, as in 
transect 1, a series of subhorizontal layers that forms 
a discontinuity with the slanted layers underneath. 
With the white arrows, the clearly visible hyperbo-
lae have been identified, although there are others, of 
which only a small portion is visible (and thus were 
not marked). At the centre of the transect, between 45 
and 50 m, there is one hyperbolae that was not pres-
ent in transect 1. The signal amplitude at the reflector 
is stronger than for other hyperbolae and may be due 
to a foreign object.

The third transect (Fig. 5) is decreasing seaward 
and not climbing up towards the end as with transects 
1 and 2. At this location the first 30 m display a similar 

pattern as in transects 1 and 2. A sub-horizontal layer 
is forming a discontinuity with the underlying layers, 
but this time the layer a slightly thinner (~80 cm) 
and it is very rich in hyperbolae (Fig. 5-A and B). The 
hyperbolae are not confined to this layer, but they 
are also to be found in the slanted layers underneath. 
(Fig. 5-C). Hyperbolae that have a tip reaching the sur-
face have been identified to be related to vegetation 
at the surface (cf. photograph in Fig. 5), and among 
the hyperbolae, there are two hyperbolae with strong 
reflectors (C1 and C2), with vertical repeats suggest-
ing that material like iron composes the reflectors 
showing anthropogenic impacts.

The last recorded transect (Transect 4: Fig. 6) is the 
longest, with 178 m, and it shows further complexity 
compared to the other transects. If the subsurface is 
dominated by sub-parallel units at a slanted angle of 
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30 to 35 degrees (like the other transects), there is 
a buried dune crest with a change of dipping angles 
in the layers (Fig. 6-B and C and Zoom F), as well as 
on the opposite a set of concave units (Fig. 6-G). On 
Fig. 6, the entire transects presents hyperbolae in the 
immediate subsurface (comparing with the previous 
transect on Fig. 5, one can observe that in transect 4 
the first few centimetres are discontinuous in-stead of 
being dominated by a “uniform” surface and few-first 
decimetres). 

Underneath this layer, there is a set of hyperbolae 
in the first 30 m, corresponding to the palaeo-crest of 
a dune, as well as along layers with an apparent dip 
(not in 3D) towards the sea. These series of hyper-
bolae have been further identified with red arrows 
(Fig. 6). These groups of hyperbolae are mostly linked 

to reflectors of higher amplitudes, rather than the lay-
ers defined by sets of low amplitude signal. At the end 
of the transect (from 140 m) an area that is flatter, 
topographically, is defined by a group of “plate-like” 
layers, with reflectors hyperbolae (Fig. 6-G).

5. Discussion

The GPR investigation of a 280 m × 290 m area of the 
sand dune has shown that the subsurface is dominat-
ed in its lower part by a slanted series of layers with 
an angle be-tween 30 and 37 degrees (one will note 
that they just seem steeper on the figures due to the 
scale relation between vertical and horizontal values). 
These layers reach the surface except at the end on 

Fig. 6 Transect 4 in its full length (A), and divided between the first 90 m (B and C) and the last 87 m (D and E). The zoom F and G show two 
opposite layering patterns, with convex and concave shapes. The hyperbolae are shown with black arrows, and the alignments along slanted 
layers are further demonstrated using red arrows (High-resolution files available upon request).
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the topographic highs and the low-topographic (Tran-
sect 4). At these locations, other layers are placed over 
these slanted layers series to form discontinuities. 
The layering of these top layers is subparallel to the 
surface, or showing a “plate” shape, as though infilling 
a topographic hole. As the dune is composed of rather 
homogeneous sand-grains, punctual objects creating 
hyperbolae are either due to objects introduced by 
humans (e.g. in transect 4 the two ringing hyperbo-
lae that could typically be concrete blocks with steel 
inside), or due to vegetation roots or buried vegeta-
tion (at 40–50 m above sea level, it is too high to be 
driftwood or objects brought by tidal activities). The 
near-surface hyperbolae and the hyperbolae aligned 
in layers can thus be confidently attributed to bur-
ied vegetation or roots. This interpretation is further 
consistent with wind blowout locations near ridg-
es or in front of the sand-fences, and for the buried 
alignments, it shows times of “lower” activity, when 
the dune is moving more slowly and the vegetation 
has sufficient time to encroach on the now buried 
surfaces.

Compared with the existing GPR imaging of the 
Tottori sand dune (Tamura et al. 2010, 2011a, 2011b), 
the presence of the slanted layers in units linked to 
reactivation period is consistent with the finding of 
the present study, where layers are included in units 
separated by higher-amplitude data. Furthermore, 
and although the transects were not taken in the 
same location as the three transects that are present-
ed in the three papers of Tamura et al. (2010, 2011a, 
2011b), most of the units can be attributed to present 
wind activity, with the layers the most inland corre-
sponding to dates 200 to 300 years old and later. In 
the lower section of transect 4 however, the buried 
dune ridge could be linked to the Pleistocene Dune, 
based on the position proposed by Tamura et al. 
(2010).

5.1 Sand dune structure

The subsurface units with a slanted angle of 30 
to 35 degrees is typical of sand dunes and coastal 
sand dunes and have been found to form the main 

Fig. 7 Distribution of the ground-cover and potential limits of recently buried vegetation (in green with V: vegetation;  
in yellow with FV: Fenced vegetation; BV: Burried vegetation; the solid white line shows the interpolation of the limit  
of the near subsurface vegetation; and the dotted line, further interpretation of these limits.
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structure of parabolic dunes on the French coast of 
Acquitaine (Bertran et al. 2020), and also in dunes 
in other environments, like Antarctica (Bristow et al. 
2010b) and the Namib desert (Chandlers et al. 2022). 
The sand-dunes of the Namib desert, like in Tottori, 
are also displaying other units towards the top with 
also truncated units and “superposition surfaces (cf. 
in Chandlers et al. 2022 Fig. 7 and 8). These types of 
structures are thus not limited to coastal environ-
ment, but typical of wind-deflation and the results of 
the present study correspond well with the descrip-
tion and interpretation of the radargram from barch-
ane dunes for instance (Fu et al. 2019). These authors 
have thus related the structure seen on transect 4 in 
Zoom G to be “trough cross-strata radar facies”, with 
reflections at 28–32 degrees, values that are slight-
ly lower than the 30–35 degrees found in the pres-
ent study. This discrepancy can be due to the type of 
sand and its angularity, modifying the repose angle 
or friction angle of the sand (e.g. Souza Junior et al. 
2020), and it can also be associated with the fact that 
in the present study, we are only examining a system 
that is inherited and being eroded through with new 
depositions and movements, meaning that the inter-
nal trough cross-strata are not directly related to the 
present topography.

5.2 Sand dune vegetation and buried vegetation

The interpretation of buried vegetation (whether 
roots or aerial components of the plant) was found 
in the upper layers subparallel to the slope, on the 
stoss side of the dune, which is the location where 
plants tend to develop first as it is potentially more 
stable than the steep leeside (facing land in the case 
of Tottori), as it can be seen from the survey of vege-
tation establishment in the coastal sand dunes of Isra-
el between 1965 and 1999 (Kutiel et al. 2004). Once 
the stoss side is more stable, then the lee-side also 
becomes stable and then vegetation develops. 

Buynevich et al. (2017) have used the same GPR 
and the same antenna in the coastal sand dunes of 
Lithuania and the Bahamas to image vegetation and 
roots on dunes. Using the 800 MHz antenna, they have 
notably imaged windblown buried vegetation as well, 
proving that the method used in the present survey 
is replicable, and that this vegetation, once buried 
indeed generate hyperbolae from punctual objects 
(e.g. the radargrams of figures 4 and 5 in Buynevich 
et al. 2017).

5.3 Vegetation estimation and the need  
for subsurface data

Finally, the findings from GPR show that vegetation 
and vegetation-roots should ex-tend away from the 
areas where vegetation is visible at the surface (Fig. 7). 

Buynevitch et al. (2017) have studied in areas 
where vegetation is more mature with tree stands 

and is visible at the surface, but for lower vegetation 
(grass, etc.) they may disappear fully under blowout 
and not be counted during remote-sensing assess-
ment of desertification for instance. The results of 
this study have relevance to hydrological modelling 
in semi-arid areas as well, especially pertaining to 
vegetation estimation which plays an important in 
flood and water resource management in these scarce 
areas. This is especially true to rainfall-runoff mod-
els such as the Namrom and NamPit (Namibia) which 
rely on vegetation cover estimates of previous year to 
determine water flux and storage (Hughes and Met-
zler 1998).

Although the present research is not sufficient to 
do so, it appears essential to multi-ply GPR assess-
ment of the dune subsurface, in order to better assess 
the biomass, present on the sand dune. Especially, 
when vegetation recovered by blowout is not killed 
in the process, the later could “re-sprawl”. Unexpect-
edly, such research topic has been largely overseen, 
because data are mostly generated from remote-sens-
ing, and this should become a new research direction.

6. Conclusion

Combining UAV-based SfM-MVS topography and GPR, 
the now inactive dune sys-tem (most probably Pleis-
tocene) is being eroded and recovered by wind blow-
out, which are periodically covered by vegetation. 
This process seems to have occurred during the pal-
aeodune development, showing periods of stability 
and periods of “stronger winds”. Finally, buried veg-
etation in the near subsurface can extend 20 to 30 m 
from an area where vegetation is visible from the sur-
face, and it may be necessary to rethink the limits of 
vegetation, if one wants to consider more than the 
mapping of the subaerial organs of plants.
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